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Introduction

At present, the statistical mechanics of systems in thermal equilibrium is quite well established. On the other hand, little is known in general for nonequilibrium systems. It seems therefore worthwhile to study simple models which are out of thermal equilibrium. One of such systems is the model introduced at the beginning of the eighties by Katz, Lebowitz, and Spohn [21] (described in Chapter 1), who studied the stationary state of a lattice gas under the action of an external drive. The model, hereafter called driven lattice gas (DLG), is a kinetic Ising model on a periodic domain with Kawasaki dynamics and biased jump rates. In a sense the DLG may be considered as the “Ising model” for nonequilibrium critical phenomena, given its simplicity and richness. Indeed although not in thermal equilibrium, the DLG has a time-independent stationary state and shows a finite-temperature transition (Section 1.2 and 1.4), which is however different in nature from its equilibrium counterpart 1.

Despite its simplicity, the DLG has not been solved exactly 2. Nonetheless, many results have been obtained by means of Monte Carlo (MC) simulations and by using field-theoretical methods. In particular, Refs. [26, 27] developed a continuum model which is believed to capture the basic features of the transition and which provides exact predictions for the critical exponents. The analysis of Refs. [26, 27] has been recently criticized in Refs. [49, 50, 53], opening an ongoing debate we sum up in Section 1.5. Several computer simulations studied the critical behaviour of these systems in two and three dimensions [38, 40, 41, 45]. These simulations provided good support to the field-theoretical predictions, once it was understood that the highly anisotropic character of the transition required some kind of anisotropic finite-size scaling (FSS, discussed in Chapter 2).

In spite of the extensive numerical work, there are no direct studies of the correlation length so far, essentially because it is not easy to define it. Our first concern will be to define a finite-volume transverse correlation length (see Section 1.3) generalizing the definition of the second-moment correla-

---

1 For an extensive presentation of the DLG and of many generalizations, see Refs. [20, 18].
2 The DLG is soluble for infinite drive in the limit in which the ratio of jump rates parallel and perpendicular to the field direction becomes infinite [22].
tion length that is used in equilibrium systems. Because of the conserved dynamics, such a generalization requires some care. To this end, we will extend euristically our results of ref. [95] on the proper definition of correlation length in finite systems at fixed magnetization (or density).

Since anisotropic FSS scaling requires the preliminary knowledge of the anisotropy exponent $\Delta$ we try to understand in sec. 2.4 what can be expected, on general grounds, when the wrong value of $\Delta$ is used in simulations. This led us to the study of an exactly soluble model to confirm our conjectures, the analysis is described in chap. 3. In general shape mismatch in FSS is poorly understood and more thorough investigations would be needed to assess a firm theoretical framework for anisotropic FSS. This has a huge relevance in the understanding of critical phenomena outside thermal equilibrium where strong anisotropy (correlation lengths diverging with different exponents in different directions) is a rule.

In sec. 2.5 we analyze the behaviour in a finite box of the field-theory believed to describe the critical phenomena in the DLG and compute FSS functions for several observables.

Then in sec. 4 we report the results of extensive numerical simulations of the DLG in two dimensions and compare the results with the theoretical prediction of the standard field-theory, finding a good agreement. Exploiting the correlation length and FSS arguments, our analysis essentially confirms the gaussian nature of transverse fluctuations in DLG as expected by field theory. A preliminary investigation of shape mismatch effects in the DLG is attempted, however the situation is still far from being clear and more insights (mainly from the theoretical side) are needed.

Finally, I would like to acknowledge the very interesting collaboration with S. Caracciolo and A. Gambassi which led to many of the results I present here.
Chapter 1

The Driven Lattice Gas

1.1 The lattice gas

A lattice gas\(^1\) is a model of indistinguishable classical particles moving on a \(d\)-dimensional hypercubic lattice \(\Lambda \subset \mathbb{Z}^d\) constrained by an hard-core repulsive interaction. A configuration \(\eta\) of the system is completely described by the occupation numbers \(\eta_i\) of each site \(i \in \Lambda\). We will consider only models in which at most one particle may occupy a given site, then \(\eta_i \in \{0, 1\}\) and the state space is given by \(\mathcal{C}(\Lambda) := \{0, 1\}^\Lambda\), \(\eta \in \mathcal{C}(\Lambda)\) is a particular configuration of the gas. Unit vectors in the principal directions of the lattice \(\Lambda\) will be denoted \(\hat{e}_\mu\), \(\mu = 1, \ldots, d\), \(|i - j|\) is the distance between \(i, j \in \Lambda\), \(|i - j| = 1\) when \(i\) and \(j\) are nearest-neighbours (NN). Given a configuration \(\eta \in \mathcal{C}\) we will denote with \(\eta^{ij}\) the configuration

\[
\eta^{ij}(k) := \begin{cases} 
\eta(j), & \text{if } k = i, \\
\eta(i), & \text{if } k = j, \\
\eta(k), & \text{otherwise.}
\end{cases}
\]

i.e. \(\eta^{ij}\) is obtained from \(\eta\) by exchanging site \(i\) with site \(j\).

The gas evolves through random jumps of particles to neighboring sites. This can be conveniently described prescribing the rates \(c(i, j, \eta)\) of transition form the configuration \(\eta\) to the configuration \(\eta^{ij}\).

Consider a finite volume \(\Lambda\) and let \(P_0(\eta)\) be the an initial probability distribution over \(\mathcal{C}(\Lambda)\), let \(P_t(\eta)\) be the probability of finding the gas in configuration \(\eta\) at time \(t\). It obeys the Fokker-Planck equation

\[
\frac{d}{dt}P_t(\eta) = L^* P_t(\eta) = \frac{1}{2} \sum_{i,j \in \Lambda} \{c(i, j, \eta^{ij})P_t(\eta^{ij}) - c(i, j, \eta)P_t(\eta)\}. \tag{1.1}
\]

\(^1\)Its simplest form was used as a model in seminal works on phase transitions [2, 4].

\(^2\)Dynamics may restricts configuration to a subset of \(\{0, 1\}^\Lambda\).
A Markov process over the state space $C(\Lambda)$ is canonically associated with this evolution equation for $P_t$ (for details see e.g. [3]).

The dynamics is conservative and the density

$$\rho_\Lambda(C) := \frac{1}{|\Lambda|} \sum_{i \in \Lambda} \eta_i,$$  

(1.2)
does not change in time: the configuration space is decomposed into invariant subspaces with different densities, i.e. $C = \cup_{\rho} C_{\rho}$, where $C_{\rho} = \{ C \in C | \rho_\Lambda(C) = \rho \}$. With some conditions on the rates (satisfied in the models we will consider) the dynamics is irreducible [62] in every $C_{\rho}$ and that it is independent of the initial configuration chosen. Consider the lattice gas as a thermodynamical system allowed to exchange energy with a thermal bath, then we are led to formulate two main constraints on the allowed dynamics: first, the stationary measure $P^s$ should be a Gibbs measure for a suitable energy function $H : C(\Lambda) \rightarrow \mathbb{R}$ and parametrized by the temperature of the thermal bath. Second, the stochastic process associated to Fokker-Planck eqn. (1.1) should be stochastically reversible [3], that is in the stationary state the law of the associated Markov process must be invariant by time-reversal. By well known arguments, this implies that the rates $c(i,j,\eta)$ must satisfy the detailed balance condition

$$P^s(\eta)c(i,j,\eta) = P^s(\eta^{ij})c(j,i,\eta^{ij}), \quad \forall i,j \in \Lambda. \quad (1.3)$$

If $P_s(\eta) = Z^{-1} \exp(-H(\eta))$ then

$$\frac{c(i,j,\eta)}{c(j,i,\eta^{ij})} = \exp \left( H(\eta) - H(\eta^{ij}) \right), \quad \forall i,j \in \Lambda \quad (1.4)$$

which can be satisfied by choosing rates $c$ satisfying

$$c(i,j,\eta) = w(H(\eta) - H(\eta^{ij}))$$

where $w$ is an arbitrary function such that $w(-x) = \exp(x)w(x)$. Different dynamics correspond to different choices for $w$. The stationary distribution on $C(\Lambda)$ of the resulting Markov process is, nevertheless, the same, irrespective of the specific dynamics chosen.

A non-equilibrium steady state can be produced by perturbing an equilibrium dynamics satisfying (1.3) by coupling the lattice gas with external

---

3One popular choice for $w$ is the Metropolis rate

$$w(x) = \min\{1; e^{-x}\}.$$
force fields acting on the bulk. The essential features of the class of models called *driven lattice gases* (DLG) is the presence of an external field $E$ acting on every bond of the lattice in such a way that the detailed balance in the local form (1.4) is modified in

$$\frac{c_E(i,j,\eta)}{c_E(j,i,\eta^{ij})} = \exp \left( H(\eta) - H(\eta^{ij}) + \beta |E(i,j)|\ell \right)$$

for $i, j$ nearest neighbours in $\Lambda$ and where $\ell = -1, 0, +1$ for jumps of particles in the direction of $E$, in transverse directions and in the opposite direction, respectively. This modification takes into account the work done by the external field. If $E$ is integrable, i.e. there exists a function $-V$ on $\Lambda$ whose discrete gradient is $E$ then the stationary measure for the rates $c_E$ is just the Gibbs measure associated to the energy function $H_E = H + V$. The driven lattice gases are obtained taking $E$ constant and imposing periodic boundary conditions (allowing particles to jump across the boundaries of $\Lambda$ for landing at the opposite boundary). In this situation there not exists a global potential function $V$ and the stationary state carries a non-zero flux of particles along $E$ explicitly violating time-reversal symmetry. The stationary measure is not known a-priori.

1.2 The KLS model

A simple example of DLG was introduced by Katz, Lebowitz and Spohn in 1984 [21]. This model, which we will call the KLS model (and will be our standard model of DLG), is specified by requiring that the particle interacts with NN attractive couplings: the energy function is then

$$H_\Lambda = 2\beta J \sum_{\langle i,j \rangle} \eta(i)\eta(j) := \beta \mathcal{H}_I,$$  

where angular brackets means summation over NN pair of sites $i, j \in \Lambda$.

With vanishing external field ($E = 0$) the stationary state is the Gibbs measure associated to $H_\Lambda$ in $C_N(\Lambda)$. Introducing Ising spins $\sigma(i) = (2\eta(i) - 1)$ the Hamiltonian $\mathcal{H}_I$ is exactly that of an Ising model and $\beta$ is proportional to the inverse of the temperature of the thermal bath $k_B T = \beta^{-1}$. Gas particles and holes corresponds respectively to positive and negative spins, density $\rho = N/|\Lambda|$ becomes magnetization $m = 2\rho - 1$ which thus is conserved. The Gibbs measure is then

$$Z^{-1} \exp(-\beta \mathcal{H}_I) \delta \left( \sum_{i \in \Lambda} \sigma_i - m|\Lambda| \right)$$

In the thermodynamic limit this ensemble is equivalent to the standard Ising model where the magnetic field is such that the mean magnetization is $m$. 8
Figure 1.1: Typical configurations of the 2d KLS model on a $64 \times 64$ lattice. Temperature is decreasing from the left to the right: (a,b,e,f) $T > T_c(E)$; (c,d,g,h) $T < T_c(E)$. (a,b,c,d) refer to ordinary lattice gas $E = 0$. (e,f,g,h) refer to DLG with a saturating electric field $E = \infty$, along the vertical direction.

At half density ($\rho = 1/2$) the corresponding magnetization is zero and the second-order phase transition point of the Ising model is accessible by tuning $T$ to the critical temperature $T_c$ (in two dimensions Onsager’s result gives $\beta_c = 1/(k_B T_c) = \log(1 + \sqrt{2})/2 \approx 0.44$). From the point of view of the lattice gas this is a “gas-liquid” transition: the gaseous phase with $T > T_c$ (cfr. Fig. 1.1 (a,b)) has homogeneous density and $\langle \sigma_i \rangle = 0$ for every $i \in \Lambda$. In liquid phase (cfr. Fig. 1.1 (c,d)) there is segregation of a particle-rich phase $\langle \sigma_i \rangle = +m(T)$ and an hole-rich phase $\langle \sigma_i \rangle = -m(T)$. The presence of the interface is due to the global conservation law. This transition is of course well understood both from the thermodynamical point of view [5], and for what concerns dynamical effects [1].

The key feature of the KLS model is that there are strong numerical evidences that the phase transition is present also in the case $E := |E| > 0$ (Fig. 1.1 (e,f,g,h)) and that for $\rho = 1/2$ it is a continuous phase transition (we will see below which is the meaning of this statement). (numerical evidences in $d = 2$ and $d = 3$, can be found in a lot of papers, see [20, 18] for comprehensive reviews) This transition occurs at an inverse temperature $\beta_c(E)$ which, in two dimensions, saturates at $\beta_c(\infty) \approx 0.709(5)\beta_c(0)$ [39, 40, 41]. For $\beta < \beta_c(E)$ particles are homogeneously distributed in space, while for $\beta > \beta_c(E)$ the gas segregates in two regions, one almost full and the other almost empty, with interfaces parallel to $E$, as shown in Figure 1.1.
Symmetries

Let us define the following transformations for the DLG model:

\[
\begin{aligned}
C : \eta_i & \mapsto 1 - \eta_i \quad \forall i \in \Lambda \\
R : E & \mapsto - E \\
P : \hat{x} & \mapsto - \hat{x}
\end{aligned}
\]  
(1.8)

It’s easy to realize that transition rates (and so the model) are invariant for lattice translations of both initial and final configurations and for all possible pairings of the transformations (1.8), i.e. \( CR, CP \) and \( PR \). Moreover any ortogonal transformation in the transverse space is a symmetry. These symmetries play special rôle to set up a mesoscopic description of the observed phase transition, see Section 1.4 and 1.5.

1.3 Observables

In this section we define observables which will allow us to characterize quantitatively the phase transition of the DLG and which can be measured in numerical simulations [56]. Our principal concern is with the 2d DLG so we will refer to this case even though the given definitions can readily be generalized to generic \( d \).

We consider a finite square lattice of size \( L_\parallel \times L_\perp \) with periodic boundary conditions.

A very important feature of the model is the fact that total magnetization is constant (and set to zero to be able to reach the critical regime) and thus does not allow to distinguish between the two phases. The signal of the transition is encoded into long-wave disomogeneities of local magnetization. A natural object of interest is then the Fourier transform of the magnetization field \( \sigma_i \) which we will denote \( \phi(k) \):

\[
\phi(k) := \sum_{j \in \Lambda} e^{i k \cdot j} \sigma_j,
\]
(1.9)

where the allowed momenta are

\[
k_{n,m} := \left( \frac{2\pi n}{L_\parallel}, \frac{2\pi m}{L_\perp} \right),
\]
(1.10)

with \((n, m) \in \mathbb{Z}_{L_\parallel} \times \mathbb{Z}_{L_\perp}\). At half filling, i.e. for \( \rho = 1/2 \) we have

\[
\sum_{j \in \Lambda} \sigma_j = 0, \quad \text{i.e.} \quad \phi(k_{0,0}) = 0.
\]
(1.11)
In the ordered phase $|\phi(k)|$ takes its maximum for $k = k_{0,1}$, and the expectation value on the steady state of its module

$$m(L\parallel, L\perp) := \frac{1}{|\Lambda|} \langle|\phi(k_{0,1})|\rangle$$ (1.12)

is a good order parameter.

In momentum space the static structure factor

$$\tilde{G}(k; L\parallel, L\perp) := \frac{1}{|\Lambda|} \langle|\phi(k)|^2\rangle$$ (1.13)

vanishes at $k_{0,0}$ because of Eq. (1.11) and is maximal at $k_{0,1}$, so that it is natural to define the susceptibility as

$$\chi(L\parallel, L\perp) := \tilde{G}(k_{0,1}; L\parallel, L\perp).$$ (1.14)

In Fig.1.2 we reported results from Monte Carlo simulations showing $\chi$ as a function of $E$ and $\beta$ on a finite lattice. It is evident the onset of long-range order when $\beta$ increases. Note how the effect of the external fields saturates rapidly. Figure 1.3 shows a characteristic feature of the transition: we compared $\chi$ with its longitudinal counterpart $\chi_{\parallel} = \langle|\phi(k_{1,0})|^2\rangle$ to illustrate the fact that ordering is expected only in the transverse direction.

Another interesting observable is a generalization of Binder’s cumulant [70] adapted to our transverse order parameter:

$$g(L\parallel, L\perp) := 2 - \frac{\langle|\phi(k_{0,1})|^4\rangle}{\langle|\phi(k_{0,1})|^2\rangle^2}.$$ (1.15)

If $\phi(k_{0,1})$ has a Gaussian law in the stationary state, then $\langle|\phi(k_{0,1})|^4\rangle = 2\langle|\phi(k_{0,1})|^2\rangle^2$ and $g = 0$. This is expected in the high-temperature phase of the model. At low temperature, where long-range order sets it we expect on the other hand that $\langle|\phi(k_{0,1})|^n\rangle \approx \langle|\phi(k_{0,1})|\rangle^n$ giving $g = 1.$

### 1.3.1 The correlation length

Next, we would like to define a correlation length. In infinite-volume equilibrium systems there are essentially two different ways of proceeding. One can define the correlation length in terms of the large-distance behavior of the two-point function or by using the small-momenta behavior of the two-point function (e.g. second-moment correlation length). In the DLG both methods require careful considerations. Indeed a well established feature of non-equilibrium steady states of conservative dynamics is that they develop generic long-range correlations in the disordered phase [20, 18, 19].

---

4We must note that the susceptibility defined by using the linear response theory does not coincide in general non-equilibrium system with that defined in terms of the Fourier transform of the two-point correlation function.
Figure 1.2: Plot of $\chi$ on a $30 \times 30$ lattice for various values of $\beta$ and different values of the external field $E = 5(\circ), 0.75(\square), 0.3(\triangle), 0(\diamond)$.

Figure 1.3: Comparison between $\chi (\circ)$ e $\chi_{\parallel} (\bullet)$ ($\chi_{\parallel} = (|\phi(k_{1,0})|^2)$) for various $\beta$ on a $32 \times 128$ lattice.
In our case, the two-point function

\[ G(x - y) = \langle \eta_x \eta_y \rangle = \frac{1}{L_\perp L_\parallel} \sum_k \tilde{G}(k)e^{-ik \cdot (x - y)} \]

has already been studied by MC simulations and approximate analytic methods [20, 18]: it shows a generic power-law behaviour

\[ G(x) \propto |x|^{-d} \tag{1.16} \]

and is not positive-definite (as a consequence of (1.16) and of the conservation law), see Fig. 1.3.1.

Figure 1.4: \( G(x) \) for the DLG on a 2d 128 \times 128 lattice in the high-temperature region \((\beta \ll 1)\) and for \( E = \infty \). (■) is \( G(x) \) for \( x \parallel E \); (▲) \(-G(x)\) for \( x \perp E \). Note that transverse correlations are negative. The dotted line has a slope of \(-2\).

The algebraic power–law decay of correlations, as expressed by Eq. (1.16), gives rise to a discontinuity of the static structure factor \( \tilde{G}(k) \) for \( k = 0 \). Figure 1.5 shows the function \( \tilde{G}(k) \) for the DLG on a 2d 128 \times 128 lattice obtained by a MC simulation. The discontinuity is quite evident.

From this peculiar behaviour one problem arise: how can we define a correlation length for this system? At equilibrium correlations decay exponentially with distance, at least in the high–temperature phase, so that a natural length scale emerges in that context. But here correlations decay generically following a power–law and there is no evident emerging length
Figure 1.5: $\bar{G}(k)$ for the DLG in $d = 2$, $L_\parallel \times L_\perp = 128 \times 128$ lattice. $n_\parallel, n_\perp$ are wave-numbers: $k_\parallel, k_\perp = 2\pi n_\parallel/L_\parallel, n_\perp$ where $\parallel, \perp$ denote directions parallel and transverse to $E$.

scale. Nevertheless it is possible to show that if one considers the mean correlation of two points on the solid angle, an exponential decay is recovered (see, for details, [20]).

Fig. 1.6 shows the crossover in the two-point function $G(x)$ of the 2d-DLG as the temperature approach the phase transition point. Clearly the power-law behaviour associated with the critical state sets in first at small distances, while the long-range behaviour is still described by Eq. (1.16). Then we would like to identify the characteristic length scale at which the crossover takes place.

In Refs. [47] a parallel correlation length is defined. However, this definition suffers from many ambiguities (see the discussion in Ref. [20]) and gives results for the exponent $\nu_\parallel$ which are not in agreement with the theory [38]. Even more difficult appears the definition of a transverse correlation length because of the presence of negative correlations at large distances [38, 20].

To overcome the difficulties of the real-space strategy we will define the correlation length by using the two-point function for small momenta. We follow Ref. [95], where we discussed the possible definitions of correlation length in the absence of the zero mode, as it is the case here.

We consider the structure factor in finite volume at zero longitudinal momenta

$$\bar{G}_\perp(q; L_\parallel, L_\perp) := \bar{G}(0, q; L_\parallel, L_\perp), \quad (1.17)$$

(note that the conservation law implies $\bar{G}_\perp(0; L_\parallel, L_\perp) = 0$) and introduce a
Figure 1.6: 2d-DLG : The function $G(x)$ for $x \parallel E$ for different $\beta = 0.2$ (▼), 0.25 (▲), 0.28 (■), 0.3025 (●). Lattice size is $128 \times 64$, $E = \infty$ and $\beta_c \approx 0.313$. Straight lines have slope $-2$ and $-2/3$.

finite-volume (transverse) correlation length

$$\xi_{ij}(L_\parallel, L_\perp) := \sqrt{\frac{1}{q_j^2 - q_i^2} \left( \frac{\tilde{G}_\perp(q_i; L_\parallel, L_\perp)}{\tilde{G}_\perp(q_j; L_\parallel, L_\perp)} - 1 \right)}, \quad (1.18)$$

where $\hat{q}_n = 2 \sin (\pi n / L_\perp)$ is the lattice momentum.

Some comments are in order:

(i) If we consider an equilibrium system or a steady state in which correlations decay exponentially, then we have for $q \to 0$ that

$$\tilde{G}_\perp^{-1}(q; L_\parallel, L_\perp) = \chi(L_\parallel, L_\perp)^{-1}(1 + \xi_{ij}^2(L_\parallel, L_\perp) q^2 + O(q^4, L^{-2})). \quad (1.19)$$

where $\chi(L_\parallel, L_\perp)$ is the susceptibility. Thus, $\xi_{ij}^2(\infty, \infty)$ is a good definition of correlation length which has an infinite-volume limit independent of $i$ and $j$.

(ii) Since $\tilde{G}_\perp(0; L_\parallel, L_\perp) = 0$, $q_i$ and $q_j$ must not vanish. Moreover, as discussed in Ref. [95], the definition should be valid for all $T$ in finite volume. Since the system orders in an even number of stripes, $\tilde{G}_\perp(q_i; L_\parallel, L_\perp) = 0$ is zero for $i$ even as $T \to 0$. Therefore, if our definition should capture the nature of the phase transition, we must require $i$ and $j$ to be odd. Although any choice of $i, j$ is conceptually good, finite-size corrections increase with $i, j$, a phenomenon which
should be expected since the critical modes correspond to $q \to 0$.
Thus, we will choose $(i, j) = (1, 3)$.

Another quantity which is considered in the analysis is the amplitude $A_{13}$ defined by

$$A_{13}(L_{\parallel}, L_{\perp}) := \frac{\xi_{13}^{2}}{\chi}.$$  \hspace{1cm} (1.20)

1.4 Field-theory of the DLG

There are many examples of non–equilibrium systems in which, by adjusting the value of some parameter, a phase transition can occur. See, for some examples, [20, 18] and references therein. Among lattice models we want to recall percolation, low dimensional models as one dimensional non–equilibrium systems (for recent reviews see [16, 17]), and many generalizations of standard DLG as randomly driven lattice gas [31, 32, 20], two–temperatures lattice gas [28, 29, 30, 20], DLG with tilted or open boundary conditions [33, 34] and DLG with quenched disorder [35] to cite only some of them.

All of them are lattice models. However, in a neighborhood of the critical point (critical region) we can limit ourselves to consider slowly-varying (in space and time) observables. At criticality (corresponding to the onset of long-range order) the lattice spacing $a$ is negligible compared to the length and time scales at which long-range order is established so that it can be removed by taking the formal limit $a \to 0$. In this way, it is possible to formulate a description of the system in terms of mesoscopic variables defined on a continuum. In principle, the dynamics of such variables can be obtained by coarse graining the microscopic system. However, given the difficulty of performing a rigorous coarse-graining procedure, one postulates a continuum field theory, in the form of a stochastic Langevin equation for the order parameter, that has all the symmetries of the microscopic lattice model. We will discuss this point again in Section 1.5, giving an overview of a recent still ongoing debate.

By universality [6] the continuum model should have the same critical behaviour of the microscopic one. This statement has quite rigorous foundations in the theory of equilibrium critical phenomena, from both static and dynamical point of view, and may be explained by means of the Renormalization Group (RG) approach to the problem. As far as dynamical aspects of the problem are concerned, we want to point out that we expect that the microscopic dynamics play a rôle in the problem only in determining conservation laws to which the system is subjected during time evolution.

\footnote{In some simple cases it is possible to derive, at least heuristically and in a mean-field approximation (factorization of joint probabilities in the Master equation), the mesoscopic equation from the microscopic model [55].}
Accordingly, we expect no dependence of the critical behaviour of the system from the exact realization of the lattice dynamics employed to generate the equilibrium state.

On the other hand this fact is not evident at all in the case of non-equilibrium critical phenomena which depend strongly on dynamical realization of the system. To what extent universality applies to this case is not clear. We discuss this issue in Section 1.5.

Assuming universality, a field theory for the DLG (see discussion in Sec. 1.5) has been proposed [26, 27] (see also Ref. [20]) and analyzed, giving rise to exact predictions for critical exponents in space dimension $d$ with $2 < d < 5^6$.

Using standard methods it is possible to analyze the continuum theory in terms of a dynamical functional [11, 12, 13, 14] which reads (neglecting terms which are irrelevant by power-counting) [26]

$$J[\varphi, \tilde{\varphi}] = \int \left\{ \tilde{\varphi} \left[ \lambda^{-1} \partial_t + \Delta (\Delta - \tau) - \rho \Delta \right] \varphi + \frac{1}{2} u_0 \nabla \parallel \tilde{\varphi} \varphi^2 + \tilde{\varphi} \Delta \tilde{\varphi} \right\}$$

(1.21)

where $\varphi(x, t)$ is the local “density” field (actually, the coarse-grained version of $\sigma_i$), $\tilde{\varphi}$ is the Martin-Siggia-Rose response field[11], $\parallel$ and $\perp$ subscript means spatial direction parallel and perpendicular to the external field, $\tau$ is the effective distance from the critical point, $\rho$ is a parameter and $u_0$ the coupling-constant of the theory, proportional to the coarse-grained microscopic force field, and takes into account its leading effects. The upper critical dimension for this theory turns out to be $d_c = 5$. Power counting allows the conclusion that only the parameter $\rho$ is renormalized by interactions. A dangerous irrelevant operator is also present. Renormalization group analysis leads to the following scaling form for $\Gamma_{\tilde{\varphi} \varphi} (1PI$ vertex functions with $\tilde{n}$ fields $\tilde{s}$ and $n$ fields $s$)

$$\Gamma_{\tilde{n}, n}(\{p_{\parallel}, p_{\perp}, \omega\}; \tau, u, v) = l Q_{\tilde{n}, n} \Gamma_{\tilde{n}, n}(\{p_{\parallel}, p_{\perp}, \omega\}; \tau, u^*, v^*)$$

(1.22)

where $u \propto \mu^{-\epsilon} \rho^{-\frac{3}{2}} u_0^2$, $\epsilon = 5 - d$, $\mu$ is a momentum scale, $l \ll 1$ in the scaling limit, $u^* = O(\epsilon)$ is the non trivial IR fixed-point value of the coupling, $v$ is the coupling of the dangerous irrelevant operator. $\eta = (5 - d)/3$ exactly and $\kappa^* = \frac{2}{3}(d - 2)$.

$Q_{\tilde{n}, n} = -2 \eta \left( \frac{n + \tilde{n}}{4} - \frac{1}{2} \right) + d + 5 - \tilde{n} \frac{d + 3}{2} - n \frac{d - 1}{2}$

$^6$A field theory for the DLG was also derived in Ref. [25], starting from the standard Model B dynamics. The external drive partially breaks the supersymmetry (SUSY) of Model B, giving rise to a crossover towards a new fixed point in $d = 5$, with a residual symmetry ($\frac{1}{2}$ SUSY of Ref. [25]).
From (1.22) we see that when considering time-independent observables at vanishing \( p_\parallel \) the scaling form obtained is that of a mean-field theory for \( 2 < d < 5 \) (with a dangerous irrelevant operator).

1.5 On the universality class of the DLG

We said that the rigorous mapping between lattice models and corresponding continuum field theories is rather difficult and seldom rigorously obtained. Then, in principle, every postulated field theory may be questioned. In recent years the field theory (1.21) proposed to describe the physics of DLG has been criticized by some authors. We want here to take a quick survey of this open debate (to which we wish to contribute with our findings [56]).

Episode I: 1986

The theory proposed, from various perspectives, in [27, 26, 25] is based on a Langevin equation for the order parameter, derived from the heuristic arguments we want to describe briefly.

We expect that the description of DLG from a mesoscopic point of view may be formulated in terms of the order parameter which is readily identified in numerical simulation with the scalar field of particle density. Our interest will be in its fluctuations around the mean spatial value (fixed by some initial condition), i.e. in the fluctuating field \( \varphi(x,t) \). DLG dynamics is a conservative one: this means that this field satisfies continuity equation

\[
\partial_t \varphi + \nabla \cdot J = 0 .
\]

In the theory of dynamical critical phenomena [5, 6] we assume that \( J \), the particle current, is given by Model B [1]:

\[
J = -\lambda \nabla \frac{\delta \mathcal{H}}{\delta \varphi} + J_L ,
\]

where \( \lambda \) plays the rôle of a diffusion constant and \( \mathcal{H} \) is assumed to be a Ginzburg–Landau–Wilson Hamiltonian (GLW):

\[
\mathcal{H} = \int d^d x \left\{ \frac{1}{2} (\nabla \varphi)^2 + \frac{\tau}{2} \varphi^2 + \frac{f}{4!} \varphi^4 \right\} ,
\]

where \( \tau \) is the deviation from a reference temperature \( T_0 \), i.e. \( \tau \propto T - T_0 \). The choice of GLW is due to the fact that it includes all those operators (according to RG classification) that are relevant at the Gaussian fixed point. \( J_L \) is a stochastic current that takes into account microscopic fluctuations around the deterministic part of the evolution equation for \( \varphi \) (with \( \langle \cdots \rangle \) we mean an average over possible noise realizations),

\[
\langle J_{L,i}(x,t) \rangle = 0 ,
\]

\[
\langle J_{L,i}(x,t) J_{L,j}(x',t') \rangle = 2 \lambda \delta_{ij} \delta^d(x-x') \delta(t-t') ,
\]

(1.25)
we assume $J$ to have a Gaussian distribution.

These are standard definitions in the context of weak perturbation around a thermodynamical equilibrium state. For example (1.24) has its meaning in the context of linear response theory [9].

By means of standard manipulations one gets

$$
\partial_t \varphi = \lambda \Delta \frac{\delta H}{\delta \varphi} + \nu_L \quad \text{where} \quad \nu_L = -\nabla \cdot J_L \quad \text{and}
$$

$$
\langle \nu_L(x, t) \rangle = 0 \quad ,
$$

$$
\langle \nu_L(x, t) \nu_L(x', t') \rangle = -2 \lambda \Delta_x \delta^d(x - x') \delta(t - t') \quad ,
$$

which is exactly Model B. If one now introduces the external field $E$ we expect (a) an additional contribution to $J$ in (1.23), due to the mesoscopic version of enhanced transition in the direction of the field (a sort of “conduction”), of the form $J_E = \sigma(\varphi) E$ (linear approximation is assumed ) and (b) anisotropy of diffusion coefficients. The latter means that the breaking of isotropy in the system may give rise to mesoscopic anisotropic coefficients, as it has been showed in [25]. We expect anisotropic expression for GLW as well. In RG language we can say that the anisotropy introduced by the field may drive the RG isotropic fixed point towards an anisotropic one (this means that even the field propagator shows anisotropic scaling).

Taking into account all this we end up with [20]

$$
\partial_t \varphi = \lambda \Delta \left( \tau_\perp - \kappa_\perp \Delta_\perp \right) + \rho \Delta_\parallel \left( \tau_\parallel - \kappa_\parallel \Delta_\parallel \right) - \kappa \Delta_\parallel \Delta_\perp \varphi - E \cdot \nabla \sigma(\varphi) + \nu_L
$$

$$
\langle \nu_L(x, t) \nu_L(x', t') \rangle = -2 \lambda \Delta_x \delta^d(x - x') \delta(t - t') \quad ,
$$

where we assumed a constant $E$. $\parallel$ and $\perp$ subscript means spatial direction parallel and perpendicular to $E$, respectively. All the parameters in this equation are introduced to take into account anisotropy. Let us note that we now have two temperature parameters, namely $\tau_\perp$ and $\tau_\parallel$, which the onset of transverse or longitudinal order depends on. We have, in general

$$
\sigma(\varphi) = \sigma_0 + \sigma_1 \varphi + \sigma_2 \varphi^2 + \cdots \quad ,
$$

by means of symmetry arguments it is easily shown that only $\sigma_2$ matters [26].

Now we can discuss the dynamical functional associated with the Langevin equation (1.27) and determine the critical dimensions of its possible fixed points. To this end we take advantage of the classification of operators according their scaling dimensions and behaviour under RG flow into relevant, irrelevant and marginal ones [6]. It is not difficult to realize that the case corresponding to numerically observed ordered state (see Fig. 1.1) is the one giving rise to the dynamic functional (1.21).

Now the question is whether the field-theoretical results obtained from the standard RG analysis of (1.21) agree with numerical data or not.
As we can see from Tab. 1.2, early numerical simulations [47] seemed in agreement with theoretical predictions apart from a quite different value of the critical exponent $\beta$ (we want to remark that the theoretical result $\beta = 1/2$ may be affected by logarithmic corrections in $d = 2$, given the presence of a marginal field). A better understanding of FSS in anisotropic systems (we discuss this issue in section 2.3), led to a reconciliation between numerics and theory ([39, 40]). Indeed in [39] (whose expanded version is in [40]) it was shown (in a quite clear way) that an effective exponents $\beta_{\text{eff}} \approx 1/3$ may be a consequence of an incorrect FSS, in which one tries to collect on a single scaling plot, data coming from systems with different small shape factor $S$ (see sec. 2.4). In a sense, $\beta_{\text{eff}}$ describes the cross-over to the case $S = 0$. Nevertheless, some doubts remained, and numerical analysis was debated [44, 49].

To have a flavour of such a debate let us have a look at literature. In [42] the main concern is the two–layers DLG\(^7\) but, as a byproduct of their numerical analysis, it is claimed that Leung’s results [39, 40] are incorrect, and that correct scaling plots ruled out the value $\beta = 1/2$. A reply to these criticism appear in [43]: There it is shown (using as an example the well–known 2D Ising model) that results in [42] are due to the inclusion in scaling plots of data well outside what we expect to be a reasonable critical region. Subsequent papers bear evidence supporting the standard picture [41] even if discrepancies are still numerically observed [44] (also this last papers deals with two-layer DLG).

**Episode II: May 1997**

Following a proposed criticism [48] (also supported by some numerical observation [44]) to the widely accepted naïvely determined mesoscopic equation, Garrido, los Santos and Muñoz [49] introduced a new Langevin equation for driven diffusive systems in which the effects of the microscopic dynamics were carefully taken into account. They claimed that the aboved-mentioned discrepancy between field–theoretical results and MC simulations was due to the fact that microscopic DLG master equation and the mesoscopic equation used to analyze critical behaviour in driven diffusive systems were not describing the same physics. In particular the mesoscopic equation derived in [49], has coefficients depending in a quite precise way on microscopic parameters which the dynamics of the underlying lattice model depends on (especially the microscopic driving field $E$), while in the standard case [26, 27] it is not possible to determine this dependence. For finite value of $E$ the

\(^7\)It is defined as the union of a pair of parallel copies of DLG, so that each site in one of them has the corresponding one into the other. Inter–copy jumps are allowed only between corresponding sites, according to Metropolis rate, without any interaction Hamiltonian between copies.
equation of [49] is the same as that of [26, 27]$^8$, they write in the form
\[
\partial_t \varphi = \frac{e(0)}{2} \left[ -\Delta_\perp (\Delta_\perp - \tau) \varphi + \frac{g}{3!} \Delta_\perp \varphi^3 \right] + \\
-\tau h'(E) \Delta_\parallel \varphi - E h'(E) \Delta_\parallel \varphi^2 + \sqrt{e(0)} \nabla_\perp \cdot \zeta_\perp ,
\]
where $\zeta$ is a $\delta$-correlated gaussian noise, $h'(E)$ is a function of the microscopic field strenht $E$, and all others are given parameters. The current term is $-E h'(E) \nabla_\parallel \varphi^2$.

But for $|E| = \infty$ $^9$(this case is sometimes called infinitely fast driven lattice gas – IDLG), i.e. when jumps against field are not allowed in the lattice model, a non trivial result is obtained only in the isotropic case (the same scaling for all directions at least naively, i.e. $\Delta = 0$ at tree level, see Tab. 1.1), with an upper critical dimension $d_c = 4$ instead of 5, and the equation turns out to be quite different from the previous one:
\[
\partial_t \varphi = \frac{e(0)}{2} \left[ -\Delta_\perp (\Delta_\perp - \tau) \varphi + \frac{g}{3!} \Delta_\perp \varphi^3 \right] + \\
-\frac{e(0)}{2} \Delta_\perp \Delta_\parallel \varphi + \sqrt{e(0)} \nabla_\perp \cdot \zeta_\perp + \sqrt{\frac{e(0)}{2}} \nabla_\parallel \cdot \zeta_\parallel .
\]
Indeed the term proportional to the current disappears in the critical theory, showing that particle current is not a relevant feature of the dynamics. As a consequence of Eq. (1.30) we expect a different set of critical exponents (although, at variance with the standard case, not exactly computable), resulting also in a different universality class.

The observed discrepancy between simulations and theory is then traced back to the fact that the former may be affected by strong cross–over effects between the two possible theories, depending on the value of $E$ used in simulations.

Even though the statements made by authors of [49] are all resonable we have to notice that arguments leading to their conclusions are quite questionable. Their “derivation” of the newly proposed Langevin equation has, to our concern, less rigour than claimed and, moreover, it fails to reproduce some well–established properties of the microscopic model (see [54]).

In a subsequent paper by the same authors [50] details of the new derivation were given in a more extensive way, but again with some quite heuristic assumption.

Then a paper devoted to the RG analysis at one loop of the new model [49] for the IDLG appeared [51]. We checked the calculation reported there and

---

$^8$In some papers, including [49], mesoscopic equations describing a diffusion mechanism coupled to an external drive, as it is the case of DLG equation of [26, 27], are termed driven diffusive systems – DDS.

$^9$We want to point out that even if microscopic driving field is infinite, the coarse–grained one may be finite.
found a combinatorics error [52]. Even more severe were the generic IR problems of this theory [52]. Meanwhile a paper appears by other authors bearing evidences against the theory and pointed also out those mistakes [54]. In particular it is easy to realize that equation (1.30) obeys a spurious conservation law [52, 54, 53], given that if one defines a “row density”, i.e.

$$\rho_r(x_\parallel, t) := \int d x_\perp \varphi(x, t),$$

then, after averaging on the noise, it is a conserved quantity \( \forall x_\parallel \). This is an additional conservation law which is not present in the original model and it causes the IR problems of the theory (as one easily realize putting the theory on finite volume), and an ill–defined static structure factor (with a line of singularities in momentum space instead of only one point of discontinuity).

Moreover in [54] it was pointed out that Langevin equation in [49] has a symmetry not observed in MC simulations. Indeed the absence of a coupling with external field results in a theory with Ising up–down symmetry (particle–hole symmetry \( \varphi \rightarrow -\varphi \), i.e. the \( C \)-symmetry of Eq. (1.8) for density fields), leading to a vanishing three–point correlation function for all \( T \geq T_c \) in disagreement with existing numerical data. Thus, in a sense, mesoscopic theory has an higher degree of symmetry than the microscopic one. This may be justified only showing explicitly that the corresponding fixed point is stable against perturbations by symmetry-breaking operators [54].

**Episode III: January 2000**

A new paper by Garrido, Muñoz and de los Santos [53], appear to correct the previously proposed Langevin equation, following suggestions and observations of Refs. [52, 54]. By means of heuristic arguments they introduce a new term \( \rho \nabla_\parallel \varphi(x, t) \) in the Langevin equation, suitable for healing IR divergencies, and due, in their opinion, to a correct evaluation of the “entropic term” was overlooked in the previous derivation (we are still waiting for an analytic proof of the new term, see Ref. [18] in [53]). This term changes a lot of features of the theory previously proposed in [49]: The naïve (tree level) anisotropic scaling is recovered and, by power–counting analysis, the critical theory (there called anisotropic diffusive system – ADS) turns out to be a well–known Langevin equation, i.e. that of the randomly driven lattice gas (RDLG). This model was introduced in [31] (and discussed in a detailed way in [32]), to describe, from a mesoscopic point of view, a lattice gas with annealed randomness given by a fluctuating gaussian random driving field (instead of a fixed one, as in the case of standard DLG). The naïve Langevin equation associated with this model has no current term, for obvious symmetry reason: The random field causes anisotropy but not an overall current. The relevant non–linearity is due to a cubic term in \( s \), instead of the usual quadratic one given by the non linear dependence of “conductivity”
σ(ϕ) from the density (see Eq. (1.28)), coupled to mesoscopic external field. Then the conclusion of [53] was, again, that at least for the infinite driving field case, the particle current is not the relevant features of the DLG. This is due, in their opinion, to a saturation of microscopic transition rates in the Master–Equation, that, in a sense, wipes out any dependence from the precise value of the field and so from the current coupled to it [53]. For the ADS upper critical dimension is \(d_c = 3\) (compare to 5 of the standard case, see Tab. 1.1). At variance with microscopic DLG model, the ADS (i.e. RDLG) shows again an up-down symmetry (\(ϕ → −ϕ\)) resulting in a vanishing three point correlation function [53, 54], which may be irrelevant at the critical point. Indeed the closely related triangular anisotropies seems to disappear in the limit of large (compared to typical energy scale) external driving field [58, 59].

A brief summary of theoretical predictions of these models is reported in Tab. 1.1.

A contribution to this debate appeared in [55], where an heuristic and approximate scheme is presented to derive the mesoscopic kinetic equations from the microscopic dynamics of the system. The method consists of two steps:

- a mean-field type factorization of joint probabilities, appearing into the Master equation, into single variable ones (i.e. correlations are neglected),

- a naïve continuum expansion, in which probabilities are replaced by the corresponding mesoscopic density fields. In this way a deterministic (there is no noise term) kinetic equation for these field is obtained.

By applying this method, it is possible to determine the dependence of mesoscopic parameter from microscopic ones. In [55] 1D, 2D and 3D Ising model with Glauber (i.e. spin flip) dynamics are considered, and quite good estimates for critical temperatures are obtained in the last two cases. The kinetic equation derived is, of course, a time dependent Ginzburg–Landau equation. The case of 1D (with only hard-core interaction) and 2D (with heat–bath rates) DLG is also considered, the latter leading to a deterministic kinetic equation in agreement with standard theory [26, 27, 25]. Even the explicit temperature dependence of the mesoscopic transverse and parallel mass parameters (\(τ_⊥, τ∥\)), is in qualitative agreement with what was stated heuristically in [27, 26]. Moreover for \(|E| = ∞\) (being \(E\) the microscopic field), the relevant non-linearity still come from the coupling of the current with external field, at variance with [53].

**Episode IV: June 2001**

Recently we concluded our FSS analysis of DLG [56], finding good agreement between numerical results and theoretical predictions of [26, 27]. We
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Symmetries*</td>
<td>CP, CR, PR</td>
<td>C, P</td>
<td>C, P</td>
</tr>
<tr>
<td>$d_c$</td>
<td>5</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>$\eta^*_\perp$</td>
<td>0</td>
<td>$\frac{1}{2} + \frac{\epsilon^2}{12} + O(\epsilon^2)$</td>
<td>$\frac{1}{2} + \frac{\epsilon^2}{12} + \frac{\epsilon^2}{4} + \ln\left(\frac{2}{\sqrt{\epsilon}}\right) + O(\epsilon^3)$</td>
</tr>
<tr>
<td>$\nu^*_\perp$</td>
<td>$\frac{1}{2}$</td>
<td>4</td>
<td>$\frac{1}{2} - \frac{\epsilon^2}{5} + O(\epsilon^2)$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2} - \frac{\epsilon^2}{5} + O(\epsilon^2)$</td>
<td></td>
</tr>
<tr>
<td>$\Delta$</td>
<td>$1 + \frac{1}{\epsilon}$</td>
<td>$O(\epsilon^2)$</td>
<td></td>
</tr>
<tr>
<td>$z = z_\perp$</td>
<td>$4 + O(\epsilon^2)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>$1 - \frac{\epsilon^2}{5} + O(\epsilon^2)$</td>
<td>$4 - \frac{4}{\pi^2}\epsilon^3 + O(\epsilon^4)$</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.1: Theoretical predictions for (transverse) critical exponents for Langevin equations recently proposed to describe DLG. \( \epsilon := d_c - d \) where \( d_c \) is showed in the table. We define these transformations [58]: \( s \mapsto -s, E \mapsto -E, \mathbf{x} \mapsto -\mathbf{x} \). We recall that \( \nu^{\parallel} = (1 + \Delta) \nu^{\perp}, z^{\parallel} = z^{\perp}/(1 + \Delta) \). * We do not indicate the obvious \( O(d-1) \) symmetry in transverse space, common to all these models. † Exponents exactly known for \( 2 < d < 5 \). ‡ This theory has severe IR problems [52, 54]. ∗∗ Exponent inferred from the scaling form in momentum space (for strongly anisotropic systems it differs from that emerging from real space scaling forms, see Ref. [20]).

performed various cross-checks, as discussed in chapter 4, studying a suitably defined correlation length and several observables, defined in section 1.3.

Before entering into details of our work, we have to say that shortly after our paper, a new one by Achahbar, Garrido, Marro and Muñoz [57] appeared supporting their previous conclusions in a surprising way. By means of MC simulation and a suitable anisotropic FSS, they conclude that: "... MC results support strongly that both the IDLG and the RDLG belong in the same universality class, and share not only critical exponents and scaling functions, but also the scaling amplitudes" (quotation from [57]). Summing up, they carried out MC simulations of both RDLG and IDLG, on lattices \( 20 \times 20 \), up to \( 125 \times 50 \). By using Binder’s cumulant crossing method (see section 2.2.1) they determined critical temperatures for both models and then perform an anisotropic FSS analysis (see sections 2.3) for the finite volume magnetization, susceptibility and Binder’s cumulant. In order to have a good data collapse (where the goodness is judged by eye inspection) one has to adjust some parameters, whose values are related to critical exponents, as explained in section 2.2.1. Estimated values (though authors do not perform any error analysis, judged to be “... inessential in this context.”—quotation from [57]) of critical exponents are in agreement with theoretical ones (even though computed within \( \epsilon \)-expansion) for RDLG see Tab. 1.1. Moreover,
Table 1.2: Theoretical predictions for (transverse) critical exponents for a two-dimensional DLG (these results come from $\epsilon$-expansion results listed in Tab. 1.1, up to $O(\epsilon^2)$, and naïvely extended to the proper value of $\epsilon$, without any resummation attempts and neglecting possible logarithmic corrections due to marginal operators in $d = 2$), compared to MC results. Remember that $\gamma = \nu_\perp (2 - \eta_\perp)$. $^*$ See also [31, 32]. $^\dagger$ To perform an anisotropic FSS of MC data, the value of $\Delta$ has to be assumed. $^\ddagger$ Assuming results from [46] it is possible to determine $\Delta$ (by using FSS cross-over). Indeed it was found $\nu_\perp/\nu_\parallel = 2.98(4) := 1 + \Delta$. $^{(*)}$ This result is reported in [47] as $0.55^{+0.20}_{-0.05}$.

unexpectedly, FSS functions turns out to be exactly the same for the two models, without having to adjust any amplitude [57].

Episode V: April 2002

Very recently Ref. [61] appeared in the literature, announcing unexpected numerical results and making the statement of Ref. [57], about universality classes, even stronger. At variance with previous studies, the numerical investigation of the DLG and some related models, is there carried out by means of short-time dynamic MC method. This numerical technique has been extensively used to investigate dynamical and static properties of several well-known equilibrium models (see Refs [97] for early works and review), giving exponents in good agreement with those obtained by standard MC simulations. The general underlying ideas are related to the short-time universal scaling behaviour observed in relaxation processes starting from a prepared initial condition (fully ordered and completely disordered ones are considered in Ref. [61]). Remarkably enough, short-time MC simulations do not suffer the problem of critical slowing down [97] and even finite-size effects do not play the same rôle as they do in standard MC simulations (at least in the very early stages of relaxation). In Ref. [61] the DLG with finite and infinite driving field (there called FKLS and IKLS, respectively), the RDLG with infinite random field (called IRDLG) and the driven lattice gas...
with an oscillatory field $^{10}$ (introduced in Ref. [36]) in the limit of infinite field (IOKLS) are studied to clarify the long-standing controversy about the universality class of the DLG. At variance with previous works, the analysis of the numerical results should not be influenced by the problem of the strongly anisotropic FSS, and this should make the results more reliable and not biased by theoretical expectations (no value of the anisotropy exponent $\Delta$ is required and, indeed, it is possible to measure it). The main results of this work are

- As a consequence of the short-time scaling forms assumed in the paper, the critical exponents of all the models studied are the same as those predicted by the field-theory of the RDLG \cite{31, 32}, while there is a quantitative disagreement with the prediction of Ref.s \cite{27, 26}. Short-time scaling forms differ only for nonuniversal amplitudes.

- The models IKLS, FKLS, with a macroscopic current and IRKLS and IOKLS, without any current, have the same critical exponents, and thus belong to the universality class. This observation supports the conclusion of Ref. \cite{57}, that the relevant feature of DLG is the anisotropy and not the current (which does not play any role neither to determine the universality class nor to give rise to strong anisotropy).

First of all we note that these results go well beyond the statements done in Ref. \cite{51, 57}. There it was argued that the IKLS, i.e. the DLG driven with an infinite field, should be in the same universality class as the RDLG, while for finite driving (FKLS) the field-theory of Ref.s \cite{27, 26} should be the correct one to describe critical properties. In a sense the limit of infinite driving was regarded as a singular one. Here the stronger statement is made that in all the cases the critical behavior is that of the RDLG.

We remark that the conclusion of this work depend crucially on some assumptions on the short-time scaling forms made in the paper. These generalize in a nontrivial way standard scaling arguments usually done when dealing with short-time scaling forms in finite systems. For example the authors implicitly assume that there is only one exponent $z = z_\parallel$, instead of the two standards $z_\perp, z_\parallel$ and thus, depending on the chosen initial condition, $t \sim \tau^{-\nu_\parallel z_\parallel}$, or $t \sim \tau^{-\nu_\perp z_\perp}$ ($t$ is the typical time scale of the dynamics and $\tau$ measures the distance from the critical point). This is not usually the case. In Ref. \cite{61} there is no attempt to justify these unnatural assumptions. Moreover, if one tries to analyze the results of this paper following a more reasonable extension of short-time scaling forms $^{11}$, one finds these results in disagreement with both proposed field-theoretical descriptions of critical

$^{10}$The field acts along a given lattice axis exactly as in the standard definition of the DLG but its sign is reversed once every 10 MC sweeps [36].

$^{11}$For example keeping in mind that at least in principle $z_\perp \neq z_\parallel$, as also predicted by field-theoretical approach of both Ref.s [27, 26] and Ref. [57].
properties. We refer to Ref. [61] for the numerical results of that paper, not reported in Table 1.2.

We believe that these unclear aspects of the work reported in Ref. [61] should be clarified before making any statement based on it.
Chapter 2

Finite-size scaling

Phase transitions are characterized by a non-analytic behaviour at the critical point [2, 4, 6]. These non-analyticities are however observed only in the infinite-volume limit. If the system is finite, all thermodynamic functions are analytic in the thermodynamic parameters, temperature, applied magnetic field, and so on. However, even from a finite sample, it is possible to obtain many informations on the critical behaviour. Indeed, large but finite systems show a universal behaviour called finite-size scaling (FSS). The FSS hypothesis, formulated for the first time by Fisher [7, 67, 68] and justified theoretically by using renormalized continuum field theory [66, 71] and conformal field theory (a collection of relevant articles on the subject appears in [73]), is a very powerful method to extrapolate to the thermodynamic limit the results obtained from a finite sample, both in experiments and in numerical simulations. In particular, the most recent Monte Carlo studies rely heavily on FSS for the determination of critical properties (see, e.g., [76, 85, 86, 87, 75, 78, 88, 89, 90] for recent applications in two and three dimensions; the list is of course far from being exhaustive).

2.1 Thermodynamic limit

We will describe FSS in the context of continuous (second-order) phase transitions in systems controlled by a single scalar parameter $T$ which we assimilate to a temperature. We assume the existence of a thermodynamic description of the system in a finite box $\Lambda$ (e.g., a bounded subset of a discrete lattice where spin-like variables live): given any observable $O$ we can compute its value on the thermodynamic state determined by $T$ and $\Lambda$ as

$$O_\Lambda(T) := \langle O \rangle_\Lambda(T)$$

where $\langle \cdot \rangle_\Lambda(T)$ is the appropriate averaging. The infinite system is then understood in terms of the thermodynamic limit. Given an increasing sequence $\{\Lambda_n\}_n$ of boxes, the value $O_\infty(T)$ of the observable in the infinite-volume
system is given by
\[ \mathcal{O}_\infty(T) := \langle \mathcal{O} \rangle_\infty := \lim_{n \to \infty} \mathcal{O}_{\Lambda_n}(T). \]

Usually this limit exists for a wide class of \( \mathcal{O} \) and taking arbitrary shapes for \( \Lambda_n \). Boundary conditions can influence the limiting procedure in the cases where there are more than one thermodynamical phases coexisting at the same value of \( T \). Moreover in non-equilibrium steady states the thermodynamic limit of certain observables may depend on the shape of the box even in the disordered phase [23, 24].

The correlation length. The existence of the thermodynamic limit is tightly linked to the decay of correlation functions for local observables. In particular, in systems with short-range interactions, the (connected) correlation function
\[ G_{\phi,\infty}(x) := \langle \phi(x)\phi(0) \rangle_\infty \]
of a general local observable \( \phi \) has an exponential decay. Equivalently the corresponding Fourier trasform \( \hat{G}_{\phi,\infty}(k) \) (the structure factor) is an analytic function of \( k \) in a neighborhood of the origin.

It is then possible to define a exponential correlation length \( \xi^{(\text{exp})}_{\phi,\infty} \) for \( \phi \) as
\[ \xi^{(\text{exp})}_{\phi,\infty} := - \lim_{|x| \to \infty} \frac{|x|}{|x| \log |G_{\infty}(x)|}, \]

note that a-priori this correlation length will depend also on the direction along which we take the limit \( |x| \to \infty \). We will elaborate on this point below.

Another possible definition of infinite-volume correlation length is give by second moment correlation length \( \xi^{(2)}_{\phi,\infty} \)
\[ \xi^{(2)}_{\phi,\infty} := \left( \frac{1}{2d} \sum_x G_{\infty}(x)|x|^2 \right) \left( \frac{1}{2d} \sum_x G_{\infty}(x) \right)^{1/2} = \left[ \left. \frac{1}{2d} \frac{\hat{G}_{\infty}(0)}{\hat{G}_{\infty}(q)} \right|_{q=0} \right]^{1/2}. \] (2.1)

which captures the quadratic behaviour of the inverse structure factor \( \hat{G}_{\infty}(k)^{-1} \) in the neighborhood of \( k = 0 \). Of course if \( \hat{G}(k) \) happens to be dominated by a single pole the two definitions of correlation length will be strictly related. The simplest example of \( \hat{G}_{\infty}(k) \) is given by the structure factor of the order parameter in isotropic mean-field models where fluctuations are gaussian and
\[ \hat{G}_{\infty}(k) = \frac{Z}{|k|^2 + \lambda}. \]

In this case \( \xi^{(\text{exp})} = \xi^{(2)} = \lambda^{-1/2} \).
In finite volume does not exist a natural definition of correlation length and the exponential correlation length cannot be generalized to finite volume. However, if we consider a finite \( d \)-dimensional box \( \Lambda \) of linear sizes \((L_1, \ldots, L_d)\) with periodic boundary conditions, the two-point function \( G_{\phi,\Lambda}(x) \) will be periodic and its Fourier transform \( \hat{G}_{\phi,\Lambda}(q) \) will be defined for discrete values of \( q = q_n = (2\pi n_1/L_1, \ldots, 2\pi n_d/L_d) \). So we can devise definitions that converge to \( \xi_{\infty}^{(2)} \) as \( \Lambda \to \infty \): for instance

\[
\xi_{L}^{(2a)} := \left[ \frac{\hat{G}_{\phi,\Lambda}(0) - \hat{G}_{\phi,\Lambda}(q_{\min})}{\hat{q}_{\min}^2 \hat{G}_{\phi,\Lambda}(q_{\min})} \right]^{1/2},
\]

where \( q_{\min} = (2\pi/L_1, 0, \ldots, 0) \) and

\[
\hat{q}^2 = \sum_{i=1}^{d} 4 \sin^2(q_i/2).
\]

In general there are \( 2d \) inequivalent definitions of \( q_{\min} \) which give rise to different correlation lengths. When the finite-sistem enjoys cubic symmetry it is possible to show that this definition converges to \( \xi_{\infty}^{(2)} \) (which is intrinsically isotropic).

The definition is motivated by the desire to have, also for finite \( L \), the same relation between \( \xi \) and \( \lambda \) in the case of mean-field models (or, more concretely, in mean-field approximations to interacting theories). Indeed, in this case, we would have

\[
\hat{G}_L(q) = \frac{Z_L}{\hat{q}^2 + \lambda_L}
\]

so that

\[
\xi_{L}^{(2a)} = \lambda_L^{-1/2},
\]

exactly. However, equally valid definitions would be

\[
\xi_{L}^{(2b)} := \left[ \frac{\hat{G}_{\phi,\Lambda}(0) - \hat{G}_{\phi,\Lambda}(q_{\min})}{\hat{q}_{\min}^2 \hat{G}_{\phi,\Lambda}(0)} \right]^{1/2},
\]

which gives

\[
\xi_{L}^{(2b)} = (\lambda_L + \hat{q}_{\min}^2)^{-1/2},
\]

or

\[
\xi_{L}^{(2c)} := \left[ \frac{\hat{G}_{\phi,\Lambda}(0) - \hat{G}_{\phi,\Lambda}(q_{\min})}{\hat{q}_{\min}^2 (2\hat{G}_{\phi,\Lambda}(q_{\min}) - \hat{G}_{\phi,\Lambda}(0))} \right]^{1/2},
\]

which gives

\[
\xi_{L}^{(2c)} = (\lambda_L - \hat{q}_{\min}^2)^{-1/2}.
\]
For $L \to \infty$ at $T$ fixed (i.e. $\lambda_L \to \lambda_\infty$ asymptotically constant)

$$\xi_L^{(2a)} \approx \xi_L^{(2b)} \approx \xi_L^{(2c)} \to \xi_\infty^{(2)},$$

so that all of them recover the correct thermodynamic limit, but a relevant issue is whether all of them have the correct FSS properties. In Ref. [95] we study the large-$N$ limit of the $N$-vector model, and we show the existence of several constraints on the definition of the finite volume correlation length if regularity of the finite-size scaling functions and correct anomalous behaviour above the upper critical dimension are required. Moreover these constraints also ensure the correct behaviour taking into account logarithmic corrections at the upper critical dimension [96]. Then, we study in detail the $N$-vector model ($N \to \infty$) in which the zero mode is dynamically constrained, as it is the case of the lattice gas. Also in this case, we find that the finite-volume correlation length must meet some requirements in order to obtain regular finite-size scaling functions, and, above the upper critical dimension, an anomalous scaling behaviour.

**Critical singularities.** When $T \to T_c$ there are quantities $O_\infty$ which behave as

$$O_\infty(t) \sim |t|^{-x_o} \quad \text{for } t \to 0$$

(2.2)

where $t:=(T-T_c)/T_c$ is the reduced temperature and where $\sim$ means that $|t|^{x_o}O_\infty(t)$ has a finite limit as $t \to 0$. Along with these diverging quantities it is possible to identify a distinguished local operator $\phi$ (the order parameter) for which the associated exponential correlation length $\xi_\infty:=(\xi^{\exp}_{\phi,\infty})$ diverges as

$$\xi_\infty \sim |t|^{-\nu}.$$  

(2.3)

If the exponent $\nu$ characterizing the diverging correlation length does not depend on the direction along which $\xi$ is measured we will say that the system undergoes an *isotropic* phase transition (note that this does not mean that the system itself is isotropic); otherwise the phase transition will be *anisotropic*.

Usually in the isotropic case $\xi^{(2)}_{\phi,\infty}$ has a singular behaviour described by the same exponent $\nu$. This can be easily understood on a dimensional ground assuming that $\xi_\infty$ is the only relevant scale of length in the neighborhood of the phase transition point.

As we already remarked, in the finite systems all thermodynamic functions have an analytic dependence on control parameters which means that the interchange of the infinite-volume limit with the limit $t \to 0$ is in general not permitted:

$$\lim_{t \to 0} \lim_{\Lambda \to \infty} |t|^{x_o}O_\Lambda(t) \neq \lim_{\Lambda \to \infty} \lim_{t \to 0} |t|^{x_o}O_\Lambda(t) = 0.$$
FSS theory predicts the asymptotic shape of the function $O_\Lambda(t)$ when $\Lambda \to \infty$ and $t \to 0$ in a well-determined fashion. We will review the phenomenological approach to FSS theory [67, 69] for isotropic (or weakly anisotropic) phase transitions with the aim of extending the results to the anisotropic case, relevant to our analysis of the critical behaviour of the DLG. Note that, in the context of DLG, a phenomenological approach to FSS has been discussed in [47], keeping into account the strong anisotropy observed in the transition (for $d = 2$ see Refs. [41, 40, 46], for $d = 3$ see Refs. [45]).

### 2.2 Isotropic FSS

In the case of isotropic phase transitions a natural way of taking the infinite-volume limit is to consider boxes of size $L$ in all directions. Denote the corresponding averages with $\langle \cdot \rangle_L$. When $t \to 0$ there is a (essentially unique) correlation length $\xi$ which diverges. If $L$ is large and if there are not other characteristic lengths of magnitude comparable to that of $\xi$ or $L$ we can write $O_L(t)$ as a function of $\xi_\infty(t)$ and $L$:

$$
O_L(t) \approx F_{O,0}(\xi_\infty(t), L) = \xi_\infty(t)^{y_O} F_{O,0}(1, L/\xi_\infty(t))
$$

where $\approx$ means equality modulo terms which are asymptotically negligible as $L, \xi_\infty \to \infty$. Indeed it is clear that, being $\xi_\infty$ and $L$ the only dimensionful quantities present, the function $F_{O,0}(x, y)$ must be an homogeneous function whose degree $y_O$ can be determined by letting $L \to \infty$ with $\xi_\infty$ fixed:

$$
O_\infty(t) = \lim_{L \to \infty} O_L(t) = \xi_\infty(t)^{y_O} F_{O,1}(0) \sim |t|^{-y_O \nu}
$$

giving $y_O = x_O/\nu$. Note that the existence of a finite limit for $F_{O,1}(z)$ when $z \to 0$ depends on two main assumptions:

i) the existence of a well defined thermodynamic limit for the quantity $O_L$;

ii) the possibility to interchange the FSS limit with the thermodynamic limit.

While the first of these assumptions depends only on the observable, the validity of the second assumption depends also on the specific way the FSS limit is attained as we will explore below (chap. 3). For the time being we

\[1\]If it is not the case we have violations of FSS and hyperscaling relations fail, generally because of dangerously irrelevant operators [8]
will assume both of them and the reader must realize that many results of FSS rely crucially on their validity.

Another way of rephrasing eq. (2.4) is

\[ O_L(t) \approx L^{x_O/\nu} F_{O,2} \left( \frac{\xi_{\infty}(t)}{L} \right), \]  

for \( L \to \infty \) with \( z := \xi_{\infty}/L \) constant, where \( F_{O,2}(z) \) has a finite limit for \( z \to \infty \) and

\[ F_{O,2}(z) \sim |z|^{x_O/\nu} \quad \text{for} \quad z \to 0. \]

For a good finite-volume definition of correlation length \( \xi_L \) we obtain similarly

\[ \xi_L(t) \approx L F_{\xi,2} \left( \frac{\xi_{\infty}(t)}{L} \right) \]  

since in this case \( x_\xi = \nu \). Moreover

\[ \lim_{z \to 0^+} \frac{F_{\xi,2}(z)}{z} = 1. \]

2.2.1 Asymptotic FSS

The functional relation expressed by eq. (2.5) cannot be directly used to analyze simulation (or experimental) data since usually the infinite-volume correlation length is an unknown quantity – inaccessible, if we are not able (or do not want) to perform the infinite volume limit. A very common approach to overcome this problem is that of substituting the asymptotic expression of \( \xi_{\infty} \) as a function of \( t \) in (2.5) resulting in:

\[ O_L(t) \approx L^z g_O \left( t L^{1/\nu} \right). \]  

The function \( g_O(z) \) is finite and non-vanishing in zero, and should satisfy\(^2\)

\[ g_O(z) \sim |z|^{-x_O} \quad \text{for} \quad z \to \infty. \]  

In eq. (2.7) only accessible quantities appear: \( t \) can be tuned by the experimentalist while \( O_L(t) \) is directly measurable. Even if the (infinite-volume) correlation length does not show up explicitly it is always lurking in the background as witnessed by the presence of the related critical exponent \( \nu \). This form of FSS relies heavily on the knowledge of the critical temperature \( T_c \) (present in the definition of \( t \)). In this approach there are two widely used techniques to locate \( T_c \) from finite-sample data: the first is to study the shape of some quantity like the finite-volume susceptibility \( \chi \) which in

\(^2\)Note that the behaviour of \(|z|^{x_O} g_O(z)\) for \( z \to \infty \) is not directly related to the finite-size corrections to \( O_L(t) \) for \( L \to \infty \) at \( t \) fixed in the limit of small \( t \). See the detailed discussion in Refs. [91].
infinite volume diverges at $T_c$ while in finite-volume has a peak whose size grows with $L$, by eq. (2.7) we have

$$\chi_L(T) \approx L^{\gamma/\nu} G_{\chi}(tL^{1/\nu})$$

where $\gamma = x_{\chi}$ as usual. Then if we call $T_c(L)$ the value of $T$ for which $\xi_L(T)$ attains its maximum we have

$$T_c(L) \approx T_c + T_c u^* L^{-\omega}$$

where $u^* = \arg\max_u G(u)$ and $\omega = \min(1/\nu, 1)$. Then using an extrapolation it is possible to locate $T_c$. The second widely used method is more closely related to FSS and is based on the observation that in many systems it is possible to find an observable $O$ such that $x_O = 0$, that is without scaling dimension. For example, for systems in the universality class of the $\varphi^4$ field theory, we can define an adimensional ratio of moments of the order parameter $\Phi$ like the Binder’s cumulant [70] $g$ defined, for instance, as

$$g := \frac{\langle\Phi^4\rangle}{\langle\Phi^2\rangle^2}. \quad (2.9)$$

FSS predicts for $g$ the following behaviour ($x_g = 0$)

$$g_L(T) \approx G_g(tL^{1/\nu}). \quad (2.10)$$

with $G_g(u) \to 0$ for $u \to +\infty$ and $G_g(u) \to G(-\infty)$ finite for $u \to -\infty$. When $t = 0$ we have $g_L(T_c) \approx G_g(0)$: the critical temperature can be located by looking at the value of $T$ such that $g_L(T)$ is independent of $L$. If $G_g(0) > 0$ this independence shows up in the form of the crossing of the plots of $g_L(T)$ as a function of $T$ for various values of $L$. The value of $T$ for which this crossing occurs is then $T_c$.

Once we know $T_c$ we can find the critical exponents though eq. (2.7) which says that there is a well defined functional dependence between $y = L^{-x_O/\nu} O_L$ and $x = tL^{1/\nu}$. We can then try to estimate values of $x_O$ and $\nu$ such that the set of points $(x_n, y_n)$ gathered from experiments collapse on a single curve irrespective of $T$ and $L$. Of course this can approximately happen only for $T$ near enough at $T_c$ (for the scaling hypothesis to hold) and for $L$ large enough (so that corrections to FSS are small): this is the critical region.

2.2.2 Correlation length FSS

Following e.g. [75], instead of replacing $\xi_\infty$ with $t$ in FSS relations we can proceed by inverting the functional relation expressed by eq. (2.6) to obtain

$$\frac{\xi_\infty}{L} \approx F_{\xi,3} \left(\frac{\xi_L}{L}\right). \quad (2.11)$$
Plugging this in eq. (2.5) we obtain a relationship which relates only quantities directly measurable in finite systems:

\[ O_L(t) \approx L^{x_\mathcal{O}/\nu} F_{\mathcal{O},3} \left( \frac{\xi_L(t)}{L} \right). \]  
(2.12)

Taking the ratio of \( O_L \) at two different sizes \( L \) and \( \alpha L \) we get

\[ \frac{O_{\alpha L}(t)}{O_L(t)} \approx F_{\mathcal{O}} \left( \frac{\xi_L(t)}{L} \right), \]  
(2.13)

where the (unknown) ratio \( x_\mathcal{O}/\nu \) disappears.

Let \( z = \xi_L/L \) and define

\[ z^* = F_{3,\xi}(\infty). \]  
(2.14)

The value \( z^* \) is directly related to the behavior of the finite-size correlation length at the critical point, since \( \xi_L(\beta_c) \approx z^* L \). For ordinary phase transitions \( z^* \) is finite.

The knowledge of the FSS functions \( F_\xi \) and \( F_\mathcal{O} \) (whatever the observable \( \mathcal{O} \) is) allow the determination of the exponents \( \nu \) and \( x_\mathcal{O} \) without any knowledge of the critical temperature. Indeed, at the critical point (wherever it is), it holds

\[ O_L(\beta_c) \sim L^{\gamma_\mathcal{O}/\nu}. \]  
(2.15)

Then, it must be

\[ F_\mathcal{O}(z^*) = \frac{O_{\alpha L}(\beta_c)}{O_L(\beta_c)} = \alpha^{\gamma_\mathcal{O}/\nu}, \]  
(2.16)

and therefore

\[ \frac{\gamma_\mathcal{O}}{\nu} = \frac{\log F_{\mathcal{O}}(z^*)}{\log \alpha}. \]  
(2.17)

where \( z^* \) is determined solving the equation \( F_\xi(z^*) = \alpha \). Now, if we let \( u = tL^{1/\nu}, z = \xi_L/L, \) then \( z = G_\xi(u) \) and

\[ \frac{d}{du} F_\xi(z) \approx \frac{d}{dz} \frac{\xi_{\alpha L}}{\xi_{\alpha L}} \approx \frac{d}{du} \frac{G_\xi(\alpha^{1/\nu} u)}{G_\xi(u)} = \alpha^{1+1/\nu} \frac{G_\xi'(\alpha^{1/\nu} u)}{G_\xi(u)} - \alpha \frac{G_\xi(\alpha^{1/\nu} u)}{G_\xi(u)^2} \frac{G_\xi'(\alpha^{1/\nu} u)}{G_\xi(u)^2}. \]

The Taylor expansion for \( F_\xi(z) \) around \( z^* \) (that is, around \( u = 0 \)) is

\[
F_\xi(z) = F_\xi(z^*) + \left[ \left( \frac{dz}{du} \right)^{-1} \frac{dF_\xi(z)}{du} \right]_{z=z^*} (z - z^*) + O((z - z^*)^2)
\]

\[ = \alpha \left( 1 + (\alpha^{1/\nu} - 1) \left( \frac{z}{z^*} - 1 \right) \right) + O((z - z^*)^2) \]
since $G_\xi(0) = z^*$. We conclude that the exponent $\nu$ can be recovered from the FSS function $F_\xi$ as

$$z \frac{d}{dz} \log F_\xi(z) \bigg|_{z = z^*} = \alpha^{1/\nu} - 1. \quad (2.18)$$

Another very powerful application of FSS in the form of eq. (2.13) is to the determination of the thermodynamic limit for the observables. Assume we know $F_\xi$ and $F_O$ for $\alpha > 1$ and that we measure $\xi_L$ and $O_L$ from a finite simple of size $L$ and we are in a regime where FSS it is proven to hold (up to negligible corrections). Then using eq. (2.13) we can compute the values of $\xi_{\alpha L}$ and $O_{\alpha L}$ as

$$\xi_{\alpha L} = \xi_L F_\xi \left( \frac{\xi_L}{L} \right) \quad O_{\alpha L} = O_L F_O \left( \frac{\xi_L}{L} \right)$$

which means that we are able also to predict $\xi_{\alpha^n L}$ and $O_{\alpha^n L}$ for arbitrary $n$ until the limiting values $\xi_\infty$ and $O_\infty$ are attained (up to numerical and statistical errors).

**The shape factor.** FSS is a statement about the behaviour of the thermodynamic quantities as $L, \xi_\infty \to \infty$ with $z = \xi_\infty/L$ (or equivalently $u = t L^{1/\nu}$) constant. This holds true provided the only length scale characterizing the finite box is $L$. If however the system is in a box with two different linear sizes $L, M$ then by extending the previous arguments it is possible to argue that all the FSS functions depend also on the shape factor $S = M/L$, e.g.

$$O_{L,M}(t) \approx F_{O,0}(\xi_\infty(t), L, M) = \xi_\infty(t)^{y_O} F_{O,0}(1, L/\xi_\infty(t), M/\xi_\infty(t)) = \xi_\infty(t)^{y_O} F_{O,1}(\xi_\infty(t)/L, S) = L^{y_O} F_{O,2}(\xi_\infty(t)/L, S).$$

At the critical point we get, for example,

$$\chi_{L,M}(T_c) = L^{\gamma/\nu} F_{\chi,2}(0, S) = (LM)^{\gamma/2\nu} F_{\chi,4}(S)$$

where $F_{\chi,A}(x)$ is a distinguished function such that $F_{\chi,A}(x) = F_{\chi,A}(1/x)$ using the isotropy assumption (even if the model itself is not isotropic we can argue starting from a microscopically isotropic model in the same universality class). This prediction is confirmed by conformal field theory for two dimensional models (and can be verified by exact computations both in $O(\infty)$ vector-model and in the 2d Ising model).
2.3 Anisotropic FSS

In intrinsically anisotropic systems it could happen that the (infinite-volume, exponential) correlation length diverges at the critical point with different critical exponents in different directions\(^3\). Some examples are uniaxial systems with strong dipolar forces \([5]\), the Kasteleyn model of dimers on the brick lattice \([74]\)\(^4\), anisotropic Lifshitz points and, of course, field theories associated to driven-diffusive systems and (by numerical evidences) the KLS model. An analogous situation is that of dynamic critical behaviour where there are two different exponents related the decay of correlations in the spatial and temporal directions.

Consider an anisotropic system in which there exists a local observable \(\Psi\) (the order parameter) for which two different exponential correlation lengths exist: \(\xi_{||,\infty}\) in the direction of the first coordinate axis and \(\xi_{\perp,\infty}\) in the directions transverse to that axis. Let us assume that these correlation lengths diverge at criticality with different exponents, resp. \(\nu_{||}\) and \(\nu_{\perp}\), in particular

\[
\xi_{||,\infty}(t) \sim \xi_{\perp,\infty}(t)^{1+\Delta}
\]

with \(\Delta = \nu_{||}/\nu_{\perp} - 1\).

In the specific case of DLG, continuum field theories introduced (see sec. 1.5) to describe its critical singularities predicts indeed a nontrivial anisotropy exponent \(\Delta\) (see tab. 1.1). For example, the scaling form of the critical two-point function for the DLG should have the form (see eq. (1.22) in section 1.4, and section 2.5)

\[
\tilde{G}(k_{\perp},k_{||}) \approx \mu^{-2+\eta} \tilde{G}(\mu k_{\perp},\mu^{1+\Delta} k_{||}),
\]

where \(\eta\) is the anomalous dimension of the order parameter.

In a finite box of sizes \((M,L)\), where \(M\) is the linear dimension in the direction of the first axis and \(L\) that in the perpendicular directions, we can argue that a generic long-range observable \(O\) will behave as

\[
O_{M,L}(t) \approx \xi_{\perp,\infty}^{x_O/\nu_{\perp}} F_{O,\perp,1} \left( \frac{\xi_{\perp,\infty}(t)}{L}, S_\Delta \right)
\]

where we introduced the anisotropic shape factor \(S_\Delta = M/L^{1+\Delta}\) which should be kept constant while performing the limit \(\xi_{\perp,\infty}, L, M \to \infty\). To justify this FSS form we need strong assumptions, in particular it is not really clear why there appears the ratio \(z = \xi_{\perp,\infty}/L\) and not e.g. \(\xi_{\perp,\infty}/L^\rho\)

\(^3\)These systems are called strongly anisotropic in the literature to distinguish them from those weakly anisotropic systems in which the microscopic anisotropy is an irrelevant perturbation of the critical theory and has effects only on the non-universal metric factors which appears in the scaling laws near criticality [20].

\(^4\)Here the presence of strong anisotropies in the critical regime is probed by indirect means.
for some $\rho \neq 1$. In section (Quale?) we will discuss some examples in which this is indeed the right form for anisotropic FSS.

Here we would like to give a simple heuristic argument to support our conjecture. Assume the generic FSS form

$$O_{M,L}(t) \approx \xi_{\perp,\infty}^{x_{\perp} / \nu_{\perp}} F_{O,\perp,1} \left( \frac{\xi_{\perp,\infty}(t)}{L^\rho}, S_\delta \right)$$

with $\delta$ and $\rho$ possibly different from what we expect. The function $F_{O,\perp,1}(x, s)$ is assumed to have a regular (i.e. finite and non-zero) limit for $x \to 0$ and $s$ fixed and moreover that the thermodynamic limit can be interchanged with the FSS limit. This imply necessarily that the prefactor in eq. (2.21) should be $\xi_{\perp,\infty}^{x_{\perp} / \nu_{\perp}}$.

If we let $S_\delta \to \infty$ in eq. (2.21) keeping $z_\rho = \xi_{\perp,\infty}(t)/L^\rho$ constant we expect that the limit is regular and given by

$$O_{M,L}(t) \approx \xi_{\perp,\infty}^{x_{\perp} / \nu_{\perp}} F_{O,\perp,1} (z_\rho, \infty).$$

since in this case we are sending $M \to \infty$ faster than what required to keep $S_\delta$ constant and thus the finite-size effects associated with $M$ should disappear in the limit. Moreover this limit should coincide with the FSS form of the system in the strip geometry ($\infty, L$):

$$O_{\infty,L}(t) \approx \xi_{\perp,\infty}^{x_{\perp} / \nu_{\perp}} F^{\text{strip}}_{O,\perp}(z).$$

which is obtained by sending first $M \to \infty$ and then performing the FSS limit (with $z$ constant – here appears $z = z_1$ since only one finite lenght $L$ it is present in the strip geometry). so that

$$F_{O,\perp,1} (z_\rho, \infty) = F^{\text{strip}}_{O,\perp}(z).$$

which implies that $\rho = 1$ and $F_{O,\perp,1}(x, \infty) = F^{\text{strip}}_{O,\perp}(x)$. By an analogous argument another regular limit is obtained for $S_\delta \to 0$ in the FSS form

$$O_{M,L}(t) \approx \xi_{\parallel,\infty}^{x_{\parallel} / \nu_{\parallel}} \tilde{F}_{O,\parallel,1} \left( \frac{\xi_{\parallel,\infty}}{L^\rho(1+\Delta)}, S_\delta \right) = \xi_{\parallel,\infty}^{x_{\parallel} / \nu_{\parallel}} F_{O,\parallel,1} \left( \frac{\xi_{\parallel,\infty}}{M^{\rho_1}}, S_\delta \right).$$

obtained from (2.21) with the substitution $\xi_{\parallel,\infty} \sim \xi_{\parallel,\infty}^{1+\Delta}$ and where $\rho_1 = \rho(1 + \Delta)/(1 + \delta)$, giving

$$F_{O,\parallel,1} \left( \frac{\xi_{\parallel,\infty}}{M^{\rho_1}}, 0 \right) = F^{\text{strip}}_{O,\parallel} \left( \frac{\xi_{\parallel,\infty}}{M} \right).$$

where $F^{\text{strip}}_{O,\parallel}$ is the FSS function associated to the vertical strip $(M, \infty)$ by

$$O_{M,\infty}(t) \approx \xi_{\parallel,\infty}^{x_{\parallel} / \nu_{\parallel}} F^{\text{strip}}_{O,\parallel} \left( \frac{\xi_{\parallel,\infty}}{M} \right).$$
Then eq. (2.24) implies that \( \rho_1 = 1 \) and \( F_{O,\parallel,1}(x,0) = F_{O,\parallel}^{\text{strip}}(x) \). As a conclusion we get \( \rho = 1 \) and \( \delta = \Delta \).

As we have seen in the previous section on isotropic FSS, the FSS ansatz eq. (2.20) can be used to estimate universal quantities from the analysis of finite-sample data. In the isotropic situation a common way to proceed is to gather data from experiments in boxes of linear size \( L \) in all directions. This procedure is guaranteed by the fact that all the geometries taken into account have the same (isotropic) shape factor \( S = S_0 \) which is simply the ratio of linear sizes in (two) different directions.

In the application of FSS to anisotropic critical phenomena a key difficulty is that of finding out the right shape of the finite-systems to keep \( S_{\Delta} \) constant and being able to apply eq. (2.20). Indeed the exponent \( \Delta \) is not known in advance and there arise the problem of understanding what happens to FSS when we do not keep \( S_{\Delta} \) constant in the limiting procedure.

### 2.4 Shape mismatch

Assume the FSS limit is performed keeping constant \( S_{\delta} \) with \( \delta \neq \Delta \). What happens? Depending on being \( \delta > \Delta \) or \( \delta < \Delta \) we have that \( S_{\Delta} \to 0 \) or \( S_{\Delta} \to \infty \), respectively. Then we are led to study the asymptotic behaviour of FSS forms like eq. (2.20). We already remarked that in some cases we expect that the limit will behave in a regular way (i.e. that the FSS functions have a regular limit): see for example eq. (2.22). However we do not expect this to be always true. Let \( S_{\Delta} \to 0 \) in the FSS form (eq. (2.20)):  

\[
O_{M,L}(t) \approx \xi^{\tau_{\parallel}/\nu_{\parallel}} \xi^{\tau_{\perp}/\nu_{\perp}} \xi^{\tau_{\perp}/\nu_{\perp}} F_{O,\parallel,1} \left( \frac{\xi^{\tau_{\perp}/\nu_{\perp}}}{L}, S_{\Delta} \right). \tag{2.26}
\]

That this limit cannot be regular is implied by the assumed regularity of the limiting FSS when \( z_{\parallel} = \xi^{\tau_{\parallel}/M} \) is kept constant (eq. (2.23)). Indeed, if we assume that the limit for \( S_{\Delta} \to 0 \) of eq. (2.26) is regular we should have  

\[
O_{M,L}(t) \approx \xi^{\tau_{\parallel}/\nu_{\parallel}} \xi^{\tau_{\perp}/\nu_{\perp}} \xi^{\tau_{\perp}/\nu_{\perp}} F_{O,\parallel,1} \left( \frac{\xi^{\tau_{\perp}/\nu_{\perp}}}{L}, 0 \right).
\]

where if we let \( L \to \infty \) we obtain (assuming there are no problems in taking the thermodynamic limit at this point)  

\[
O_{M,\infty}(t) \approx \xi^{\tau_{\parallel}/\nu_{\parallel}} \xi^{\tau_{\perp}/\nu_{\perp}} F_{O,\parallel,1} \left( 0, 0 \right)
\]

which does not make any sense in view of eq. (2.25).

---

5In general in a \( d \)-dimensional box with linear sizes \( L_1, \ldots, L_d \) there are \( d-1 \) isotropic shape factors \( S^{(i)} = L_{i+1}/L_i \), \( i = 1, \ldots, d-1 \) which appears in FSS functions.
So we are led to conjecture (cfr. Leung [39, 40], Binder and Wang [46]) that the limit $S_{\Delta} \to 0$ in eq. (2.26) leads to multiplicative singularities in the form

$$O_{M,L}(t) \approx \xi_{\perp,\infty}^{x_{\perp}/\nu_{\perp}} S_{\Delta}^{\alpha_1} F_{O,\perp}^{\#} \left( \frac{\xi_{\perp,\infty}(t) S_{\Delta}^{\alpha_2}}{L} \right).$$

(2.27)

that, after a comparison with eq. (2.23), leads to the identifications $\alpha_1 = 0$, $\alpha_2 = -1/(1 + \Delta)$ and $F_{O,\perp}^{\#}(x^{1/(1+\Delta)}) = F_{O,\parallel}^{\#}(x)$. Note a small subtlety of this reasoning: the two limits involved are different, the strip limit is obtained for $M$ fixed and $L \to \infty$ keeping $\xi_{\perp}/M^{1/(1+\Delta)}$ fixed while this second limit was obtained keeping $\xi_{\perp}/L$ fixed while sending $L$ to infinity faster than $M^{1/(1+\Delta)}$. Another characteristic of this result is that the FFS function $F_{O,\perp}^{\#}$ does not depend on the specific value of $\delta$ (as long as $\delta > \Delta$).

This arguments are confirmed by the exact computations in chap. 3 where the case of shape mismatch in the FSS limit of the $O(\infty)$ model with short and long range anisotropic interactions is considered.

Another confirmation is given by exact computations of Bhattacharjee and Nagle [74] for the Kasteleyn model of dimers on the brick lattice. This model is isomorphic to an anisotropic domain-wall model and features generic long-range correlations in the disordered phase due to a conservation law and a second-order phase transition. Note however that this is a genuinely equilibrium system. They found that in a finite box of sizes $2N \times 2M$, where $2N$ is the number of lattice sites in the direction perpendicular to the preferred axis for the domain walls and $2M$ is the size of the transverse direction, the specific heat $C_{N,M}(t)$ as a function of the reduced temperature $t$ takes the asymptotic form

$$C_{N,M}(t) \approx M^{1/2} P(t, M, S)$$

(2.28)

where

$$S = \frac{N^2}{M}, \quad \mathcal{M} := M - \frac{S}{1 + S} = \frac{M N^2}{M + N^2}$$

And where the function $P(x, y)$ has well defined limits for $y \to 0$ and $y \to \infty$. When $S \to 0$ we have $M \to N^2$ while for $S \to \infty$ we obtain $M \to M$, correspondingly the FSS function converges to the FSS function in the geometry $2N \times \infty$ or $\infty \times 2M$ respectively. A remarkable feature is that no other nontrivial FSS limits are possible. So in case of shape mismatch the systems behaves effectively as a stripe for what concerns FSS.

Note that the anisotropic FSS theory envisaged by Binder and Wang in [46] has essentially the same features (when hyperscaling holds). By euristic arguments they find that in two-dimensional anisotropic models in a finite box with periodic boundary conditions we should have at criticality:

$$\chi(T_c) \propto L_{\perp}^{1/\nu_{\perp}} \quad \text{for} \quad S_{\Delta} \to \infty,$$
and
\[ \chi(T_c) \propto L^{\gamma/\nu} \] for \( S_\Delta \to 0 \).

as expected using eq. (2.27).

2.5 Field-theory of the DLG in a finite box

In section 1.4 we explain why a lattice model as the DLG may be described, in the critical region, with suitable field theories, outlining its derivation in section 1.5. Here we want to draw further conclusions from the theory (1.21).

For the structure factor the renormalization-group analysis gives the scaling form (see Eq. (1.22))

\[ \tilde{G}(k_\parallel, k_\perp; \tau) = \mu^{-2+\eta} \tilde{G}(k_\parallel \mu^{-1-\Delta}, k_\perp \mu^{-1}; \tau \mu^{-1/\nu}), \] (2.29)

where, in \( d \) dimensions (see Tab. 1.1),

\[ \eta = 0, \] (2.30)

\[ \nu = \frac{1}{2}, \] (2.31)

\[ \Delta = \frac{1}{3}(8 - d), \] (2.32)

and \( \tau \propto T - T_c \). In two dimensions, for the transverse structure factor, this implies the simple scaling form

\[ \tilde{G}_\perp(k_\parallel; \tau) = \tau^{-1} f(|k|^2/\tau). \] (2.33)

Thus, in infinite volume we have, by using definition (1.18),

\[ \xi_{ij} \sim \tau^{-\nu}, \quad \chi \sim \tau^{-\gamma}, \] (2.34)

where \( \nu \) is given in Eq. (2.31) and

\[ \gamma = 1. \] (2.35)

The function \( f(x) \) defined in Eq. (2.33) is trivial. Indeed, keeping into account causality and the form of the interaction vertex one can see that for \( k_\parallel = 0 \) there are no loop contributions to the two-point function (and also to the response function \( \langle \hat{\phi}_0 \hat{\phi}_x \rangle \)). Thus, for all \( 2 \leq d \leq 5 \), \( \tilde{G}_\perp(k, \tau) \) is simply given by the tree-level expression

\[ \tilde{G}_\perp(k; \tau) = \frac{1}{|k|^2 + \tau}. \] (2.36)

Two observation are here in order. First it is usually assumed that \( \tau \) is an analytic function of \( t \) such that \( \tau = 0 \) for \( t = 0 \); thus, \( \tau = bt \) for \( t \to 0 \) with
the coarse-grained fields, which, in the critical limit, differ by a finite
renormalization from the lattice ones. Thus, for the lattice function we 
are interested in, in the scaling limit $t \to 0, k \to 0$, with $|k|^2/t$ fixed, we have

$$\tilde{G}_{\perp,\text{latt}}(k; t) = \frac{Z}{|k|^2 + bt},$$  \hspace{1cm} (2.37)

where $Z$ and $b$ are positive constants. Eq. (2.37) implies the exponential
decay of

$$G_{\perp,\text{latt}}(x_\perp; t) = \int d^{d-1}k e^{i k \cdot x_\perp} \tilde{G}_{\perp,\text{latt}}(k; t),$$  \hspace{1cm} (2.38)

which fully justifies our definition of transverse correlation length.

In section 4.2, we study the FSS behaviour of the model by means of
numerical simulations. Here, we want to analyze the corresponding con-
tinuum field theory in a finite geometry following the method applied in
equilibrium spin systems (see, e.g. ref. [5, chap. 36] and references therein).
The idea is quite simple. Consider the system in a finite box with periodic
boundary conditions. The finite geometry has the only effect of quantizing
the momenta. Thus, the perturbative finite-volume correlation functions
are obtained by replacing momentum integrals by lattice sums. Ultraviolet
divergences are not affected by the presence of the box [66] and thus one
can use the infinite-volume renormalization constants [71, 72]. Once the
renormalization is carried out, geometry-dependent finite-size correlation
functions are obtained.

Following this idea, if we consider a finite box of size $L_\parallel \times L_\perp^{d-1}$, Eq. (2.29)
becomes

$$\tilde{G}(k_\parallel, k_\perp; \tau; L_\parallel, L_\perp) = \mu^{-2} \tilde{G}(k_\parallel \mu^{-1-\Delta}, k_\perp \mu^{-1}; \tau \mu^{-2}; L_\parallel \mu^{-1-\Delta}, L_\perp \mu^{-1}),$$  \hspace{1cm} (2.39)

which shows that at $T = T_c$

$$\xi_{ij}(T_c) \sim L_\perp, \quad \chi(T_c) \sim L_\perp^{\gamma/\nu} \sim L_\perp^2.$$  \hspace{1cm} (2.40)

Moreover, Eq. (2.36) holds in finite volume. Keeping again into account
the relation between coarse-grained and lattice quantities, we obtain for the
lattice correlation function in a finite volume in the continuum limit (i.e. in
the FSS limit with $k \to 0$ keeping $|k|^2/t$ fixed)

$$\tilde{G}_{\perp,\text{latt}}(k; t; L_\parallel, L_\perp) = \frac{Z(t; L_\parallel, L_\perp)}{|k|^2 + \tau(t; L_\parallel, L_\perp)},$$  \hspace{1cm} (2.41)

where $Z$ and $\tau$ are analytic functions of their arguments. In the FSS limit,
we expect

$$Z(t; L_\parallel, L_\perp) = \tilde{Z}(tL_\perp^2; S_\Delta), \quad \tau(t; L_\parallel, L_\perp) = L_\perp^{-2} \tilde{\tau}(tL_\perp^2; S_\Delta).$$  \hspace{1cm} (2.42, 2.43)
Using these expressions, in the FSS limit we find

\[
\frac{\xi_{13}(t; L_{\|}, L_{\perp})}{L_{\perp}} = \left( (2\pi)^2 + \tilde{\tau}(tL^2_{\perp}, S_{\Delta}) \right)^{-1/2},
\]

\[
A_{13} := \frac{K_{13}(t; L_{\|}, L_{\perp})}{\chi(t; L_{\|}, L_{\perp})} = \left[ \tilde{Z}(tL^2_{\perp}, S_{\Delta}) \right]^{-1},
\]

valid for \( t \to 0, L_{\|}, L_{\perp} \to \infty \) with \( S_{\Delta} \) and \( tL^2_{\perp} \) fixed. Therefore, from the scaling of the correlation length and of the amplitude \( A_{13} \) we can derive the scaling functions \( \tilde{Z} \) and \( \tilde{\tau} \).

If we make the simplest approximations

\[
\tilde{Z}(tL^2_{\perp}, S_{\Delta}) = \text{const} \quad \text{and} \quad \tilde{\tau}(tL^2_{\perp}, S_{\Delta}) = \text{const} \times tL^2_{\perp},
\]

we obtain for the scaling functions defined in eq. (2.13) the approximate forms

\[
F_{\xi}(z) = \left[ 1 - \left( 1 - \alpha^{-2} \right) (2\pi)^2 z^2 \right]^{-1/2},
\]

\[
F_{\chi}(z) = F_{\xi}^2(z) = \left[ 1 - \left( 1 - \alpha^{-2} \right) (2\pi)^2 z^2 \right]^{-1}.
\]

As we shall see, these expressions provide reasonably good approximations to our data, but do not describe the data exactly: The functions \( \tilde{\tau} \) and \( \tilde{Z} \) that are determined from the data are nontrivial (see chap. 4).

As we know from the field-theoretical analysis, a peculiarity of this model is the presence of an operator which is dangerously irrelevant for \( 2 < d < 5 \) and becomes marginal at \( d = 2 \) (recall that scaling dimensions of the operators at the fixed-point are known at all orders in the \( \epsilon \)-expansion). Is this operator which fix the magnetization exponent to its mean-field value of \( \beta = 1/2 \). It is well known that a dangerous irrelevant operator may cause violation of FSS, e.g.: the \( O(N) \) vector model above four dimensions [66, 71]. Some care should be exercised to treat it in the proper way.

In general the presence of this dangerous operator could modify the scaling relations (2.29), (2.33), and (2.39). Considering, for example, \( \tilde{G}_{\perp}(k) \) we have

\[
\tilde{G}_{\perp}(k; \tau; L_{\|}, L_{\perp}; u) = L^2_{\perp} \tilde{G}_{\perp} \left( kL_{\perp}; \tau L^2_{\perp}; L_{\|}/L^1_{\perp}; 1, L_{\perp}^{-2\sigma} u \right),
\]

where \( \sigma = (d - 2)/3 \) and \( u \) is the coupling of the dangerous operator. If the function \( \tilde{G}_{\perp}(k; \tau; L_{\|}, L_{\perp}; u) \) is singular for \( u \to 0 \) then we cannot neglect the contributions coming form the irrelevant operator. To understand the effects of the dangerous operator on the FSS behaviour we will parallel the analysis of Brezin and Zinn-Justin [71] of the FSS behaviour of the \( O(N) \)-vector model above four dimensions.

At the fixed point the eigenoperator \( A \) associated with the irrelevant coupling is [26]

\[
uA = \tilde{\phi}_{\Delta_1} (u_1 \phi + u_2 \Delta^2 + u_3 \varphi^3)
\]
so that the renormalized dynamic functional near the fixed-point has the form

\[ \mathcal{J}(\tilde{\varphi}, \varphi) \simeq \mathcal{J}_* (\tilde{\varphi}, \varphi) + uA + O(u^2) \]

where \( \mathcal{J}_* \) is the fixed point dynamic functional and we neglected all the other irrelevant operators. Let \( \psi := \varphi(k_{0,1}) \), \( \tilde{\psi} := \tilde{\varphi}(k_{0,1}) \) (when \( d > 2 \) choose one of the equivalent modes).

\[ e^{-\Sigma(\tilde{\varphi}, \varphi)} = \int \, e^{-\mathcal{J}(\tilde{\varphi}, \varphi)} d\tilde{\varphi} d\varphi \]

where the prime on the integration is to remember to leave out the modes corresponding to \( \psi, \tilde{\varphi} \). At the leading order we can simply neglect all the other \( k \neq k_{0,1} \) modes and obtain

\[ \Sigma(\tilde{\psi}, \psi) = L^{d-1}_1 L\| \tilde{\psi} \left\{ (1 + u_1 k_{0,1}^2) \tilde{\psi} \right. \\
+ \left. k_{0,1}^2 \left( (k_{0,1}^2 + \tau + u_2 k_{0,1}^4) \psi + u_3 |\psi|^2 \right) + n_1 k_{0,1}^2 \tilde{\psi} \right\} \]

This effective dynamic functional can be exactly integrated to give the stationary probability distribution of \( \psi \)

\[ P(\psi) = Z^{-1} \exp(-S_{\text{eff}}(\psi)) d\psi \]  

with

\[ S_{\text{eff}}(\psi) = L^{d-1}_1 L\| \left[ \frac{1}{2} (k_{0,1}^2 + \tau + u_2 k_{0,1}^4) |\psi|^2 + \frac{u_3}{4} |\psi|^4 \right] \]  

Let

\[ E_n = \langle |\psi|^n \rangle = \int |\psi|^n \exp(-S_{\text{eff}}(\psi)) d\psi / \int \exp(-S_{\text{eff}}(\psi)) d\psi = (u_3/4)^{-n/4} \mu \left( \frac{k_{0,1}^2 + \tau + u_2 k_{0,1}^4}{\mu_3} \right) \]

Using RG arguments (see [71]) we know that we can compute the distribution of \( \psi \) in the box \( (L\|, L\perp) \) using the box of transverse length \( L\perp = 1 \) by substituting \( t \mapsto t L_{\perp}^{\sigma} \), \( u \mapsto u L_{\perp}^{-2\sigma} \) and \( \varphi \mapsto L_{\perp}^{(d-1+\eta-\sigma)/2} \varphi \):

\[ S_{\text{eff}}(\psi) = S_{\Delta} \left[ \frac{1}{2} ((2\pi)^2 + \tau L^2 + u_2 L_{\perp}^{-\sigma} (2\pi)^4) |\psi|^2 + \frac{u_3 L_{\perp}^{-2\sigma}}{4} |\psi|^4 \right] \]

and

\[ E_n = L_{\perp}^{n(d-1+\eta-\sigma)/2} (u_3/4)^{-n/4} \mu \left( \sqrt{S_{\Delta}} \frac{(L_{\perp}/\xi L)^2 + u_2 L_{\perp}^{-\sigma} (2\pi)^4}{\sqrt{u_3 L_{\perp}^{-2\sigma}}} \right) \]

\[ = L_{\perp}^{nd/2} (u_3/4)^{-n/4} \mu \left( \sqrt{S_{\Delta}} \frac{(L_{\perp}/\xi L)^2 L^\sigma + u_2 L_{\perp}^{-\sigma} (2\pi)^4}{\sqrt{u_3}} \right) \]  

(2.52)
Note that in the high temperature region $\xi_L/L$ is bounded from above by $1/2\pi$ uniformly and for $L_\perp \to \infty$ we are allowed to approximate
\[
\frac{(L_\perp/\xi_L)^2 L^\sigma + u_2 L_\perp^{-\sigma}(2\pi)^4}{\sqrt{u_3}} \approx \frac{(L_\perp/\xi_L)^2 L^\sigma}{\sqrt{u_3}}
\]
which goes to infinity if we keep $\xi_L/L$ fixed. Then, in the FSS limit, we obtain
\[
E_n \approx L_\perp^{nd/2}(u_3/4)^{-n/4} M_n \left( \frac{(L_\perp/\xi_L)^2 L^\sigma}{\sqrt{u_3}} \right)^{-n/2}
\]
\[
\approx L_\perp^{nd/2}(u_3/4)^{-n/4} \left( \frac{(L_\perp/\xi_L)^2 L^\sigma}{\sqrt{u_3}} \right)^{-n/2}
\]
\[
\propto L_\perp^{n(d-1+n)/2} (L_\perp/\xi_L)^{-n}
\]
which means that the dangerous irrelevant coupling of the infinite-volume theory is actually not dangerous – and can be asymptotically neglected – for what concerns the FSS behaviour of the model in the disordered phase. Note that this is a peculiarity which stems from the absence of the zero mode\(^6\).

For $d = 2$ the dangerous operator becomes marginal and we lose the control on the scaling behaviour of the field theory. However, if we assume that the operator will be marginally irrelevant (as it seems the case from the results of chap. 4), then the above considerations apply, provided we substitute for the factors $L_\perp^\sigma$ the true asymptotic behaviour of the operator: e.g. logarithms in the form $(\log L_\perp)^a$ for some, unknown, power $a > 0$. This suggest that, in numerical simulations, can be hard to test the asymptotic regime described by eq. (2.54). To analyze the possible presence of these logarithmic corrections we note that the values $E_n$, in the approximation we considered, are functions of the ratio
\[
z^\# := \frac{(L_\perp/\xi_L)^2 Y_L + u_2 Y_L^{-1}(2\pi)^4}{\sqrt{u_3}}
\]
where there are unknown amplitudes $u_2$ and $u_3$ and where $Y_L = L_\parallel^\sigma$ for $2 < d < 5$ and maybe $Y_L = \log(L_\perp)^a$ with $a > 0$ for $d = 2$. Adimensional ratios of $E_n$s should be functions of $z^\#$; in particular
\[
g_L = 2 - \frac{\langle |\psi|^4 \rangle}{\langle |\psi|^2 \rangle^2} = 2 - \frac{M_4(z^\#)}{M_2(z^\#)^2} =: M_\theta(z^\#)
\]
and
\[
X_L := L_\perp^{d-1} L_\parallel \frac{m^2}{\chi} = \frac{\langle |\psi|^2 \rangle}{\langle |\psi|^2 \rangle} = \frac{M_4(z^\#)^2}{M_2(z^\#)} =: M_N(z^\#).
\]
\(^6\)In the corresponding treatment of the $O(N)$ model above four dimensions instead of $x^2_2/L^2$ we would have $tL^2$ which cannot be bounded away from zero uniformly in all the high-T region.
This analysis shows that for $2 < d < 5$ the standard observables we considered (like $g, \chi, m$) should not show anomalous finite-size behaviour. This is ultimately due to the absence of the zero mode which allows the perturbative handling of perturbations of the gaussian effective theory for the transverse modes. This feature has been overlook in literature (see [46, 40]) where it was assumed that, above two dimensions, the dangerously irrelevant operator should induce violations of FSS even in the high-T region. The analysis of the finite-size behaviour of the model in the low-temperature phase should, of course, take into account the rôle of the dangerous operator in stabilizing the order parameter. At this time we feel that a deeper understanding of FSS behaviour of models without zero modes above their upper critical dimension is needed. To our knowledge, apart from our work on the proper definition of correlation length [95], only a work of Eisenriegler and Tomaschiz [93] on the $\phi^4$ model with fixed magnetization below the upper critical dimension deals with finite-volume effects without zero mode.
Chapter 3

Shape mismatch in the $O(\infty)$ model

In this chapter we analyze the finite-size scaling behaviour of the $O(N)$-vector model in the $N \to \infty$ limit where the model is exactly solvable [5]. This model has been a classical example in FSS investigations, starting from the seminal work of Brezin [66]. Recently a very nice book on FSS [98] analyzed systematically finite-size effects in the spherical model (equivalent to the $O(\infty)$ vector model) for a wide range of modifications, including presence of long-range correlations and of boundary effects. We will consider a general class of $O(\infty)$ models which includes the classical isotropic short-range and long-range cases but also models where the correlation function decay with different power-laws in different lattice directions. This will induce a strongly anisotropic phase transition. For these models we analyze the effects on FSS functions of shape mismatch, i.e. of using finite boxes with arbitrary shape factors. As we will see, our result will confirm the phenomenological picture outlined in sec. 2.4.

3.1 The models

Let us recall in this section some basic facts about the model we are going to study. We consider a $d$-dimensional hypercubic lattice $\Lambda$ of finite extent $M$ in the first $q$ directions (called the “parallel” directions) and $L$ in the remaining $p$ directions (with $d = q + p$) volume $V = M^q L^p$ and unit $N$-vector spins $\sigma$ defined at the sites of the lattice interacting with Hamiltonian

$$\mathcal{H} = -N \sum_{x,y} J(x-y) \sigma_x \cdot \sigma_y - N h \sum_x \sigma^1_x,$$

where $J(x)$ is a coupling potential whose Fourier transform $\hat{J}(q)$ has the asymptotic form

$$\hat{J}(q) \simeq \hat{J}(0) + \frac{q}{|q|^\rho} + \frac{|q|^{2\sigma}}{2}, \quad \text{for } |q| \to 0$$
with $0 < \sigma \leq 1$. The partition function is simply
\[
Z = \int \prod_x [d\sigma_x \delta(\sigma_x^2 - 1)] e^{-\beta H}.
\] (3.2)

In the large-$N$ limit, assuming periodic boundary conditions and $h = 0$, the
theory is solved in terms of the gap equations ($\beta = 1/T$)
\[
\lambda_V \sigma_V = 0, \quad \beta = \beta \sigma_V^2 + \frac{1}{L^p M^q} \sum_{q \in \Lambda^*} \frac{1}{K(q) + \lambda_V},
\] (3.3)

where $K(q) = -2(\hat{J}(q) - \hat{J}(0))$ and $\Lambda^*$ is the lattice
\[
\Lambda^* = (2\pi M^{-1} \mathbb{Z}_M, 2\pi L^{-1} \mathbb{Z}_L).
\] (3.4)

In the infinite volume, the same equations holds, with the simple substitution
of the summation with the normalized integral over the first Brillouin zone
$[-\pi, \pi]^d$.

The meaning of the parameters $\lambda_V$ and $\sigma_V$ is clarified by considering the
magnetization and the two-point function. If $\langle \cdot \rangle_V$ is the mean value for a
system of volume $V$, we define
\[
M_V = \langle \sigma^1 \rangle_V, \quad G_V(x) = \langle \sigma_0 \cdot \sigma_x \rangle_V.
\] (3.5)

Then
\[
M_V = \sigma_V, \quad \hat{G}_V(q) = \beta^{-1} \frac{1}{K(q) + \lambda_V},
\] (3.6)

where $\hat{G}(q)$ is the Fourier transform of $G(x)$. As we show in sec. A.2 the
correlation function, in the thermodynamic limit, has the form
\[
G_\infty(x) = \xi^{(2-D)}_{\perp} \hat{G}_\infty(x_{\perp}/\xi_{\perp,\infty}, x_{\|}/\xi_{\|,\infty})
\]
where
\[
\xi_{\perp,\infty} = \lambda_{\infty}^{-1/2\rho}, \quad \xi_{\|,\infty} = \lambda_{\infty}^{-1/2\sigma}.
\]
So even if the model has long-range correlations in the high-T phase it is
sensible to look at $\xi_{\perp,\infty}$ and $\xi_{\|,\infty}$ as appropriate typical length-scales of the
system. For simplicity we will refer to them respectively as transverse and
longitudinal correlation lengths. They are linked by the obvious relation
\[
\xi_{\|,\infty} = \xi_{\perp,\infty}^{\rho/\sigma}
\]
and in the following we will write $\xi_{\perp,\infty} := \xi_{\perp,\infty}$. The critical point is characterized by a vanishing mass gap, i.e. $\xi_{\perp}^{-1} = 0$ and by vanishing magnetization,
$\sigma_{\infty} = 0$ so that critical temperature is given by (see Eq. (3.3))
\[
\beta_c = \int_{-\pi}^{\pi} \frac{d^d p}{(2\pi)^d} \frac{1}{K(p)}
\] (3.7)
which is finite whenever the effective dimensionality $D := p/\rho + q/\sigma$ is greater than 2 and infinite for $D \leq 2$ (the system undergoes a zero-temperature phase transition). Moreover, given we will be interested in finite volume properties, we have $M_V = 0$, for all values of $\beta$, so that we can set $\sigma_V = 0$ in the gap equation.

### 3.2 Anisotropic FSS

We do not address here the problem of the definition of a finite volume correlation length and we will use simply

$$\xi_{\perp,V} = \lambda_{V}^{-1/2\rho}, \quad \xi_{\parallel,V} = \lambda_{V}^{-1/2\sigma}. $$

Both $\xi_{\perp}$ and $\xi_{\parallel}$ have an infinite volume limit $\xi_{\perp,\infty}$ and $\xi_{\parallel,\infty}$ respectively so they are bona-fide finite-volume correlations lenghts. For brevity $\xi_V$ will mean $\xi_{\perp,V}$.

In the appendix A we show that, in the limit where $L, M \to \infty$ with $z = (4\pi)^{-\rho/2}(L/\xi_V)^\rho$ and $S = M/L^{\rho/\sigma}$ constant, the gap equation take the form

$$
(4\pi)^{\rho+(d-\rho D)/2}(\beta - \beta_c)L^{\rho(D-2)} = -(4\pi)^{\rho d/2} A + I(z, S) \tag{3.8}
$$

where $\beta = 1/T$, $\beta_c$ is given in Eq. (3.7). Then we can take $\Delta = \sigma/\rho - 1$ so that $S = S_\Delta$. Moreover the two-point function, in the FSS limit with $|x_{\perp}|/L$ and $|x_{\parallel}|/M$ constant, becomes (cfr. eq. (A.7))

$$
G_V(x) \approx \xi_{\perp}^{\rho(2-D)} G_{\infty}(x_{\perp}/\xi_{\perp,V}, x_{\parallel}/\xi_{\parallel,V}, S, \xi_{\perp,V}/L).
$$

Now a simple question arises: is it possible to have a nontrivial FSS function even if the scaling is performed keeping constant the anisotropic aspect ratio

$$S_\delta = \frac{M}{L^{1+\delta}}$$

(we set, in the following $S_\delta = 1$) with $\delta \neq \Delta$? We consider in the following only the case $\delta > 0$, given that the case $-1 < \delta < 0$ is obtained performing, in the formulas below, the substitutions

$$p \leftrightarrow q, \quad L \leftrightarrow M, \quad \rho \leftrightarrow \sigma, \quad \delta \to -\delta/(1+\delta).$$

If $S_\delta$ is kept constant ($\delta > \Delta$), we have $S_\Delta \to \infty$ for $L \to \infty$. As shown sec. A.3, in this limit and for $D > 2$ the gap equation takes the form

$$
(4\pi)^{\rho+(d-\rho D)/2}(\beta - \beta_c)L^{\rho(D-2)} = -(4\pi)^{\rho d/2} A z_\Delta^{D-2} \\
+ r^{\sigma-q/2} J_1(z^2 r^\sigma) + J_2(z^2) + C_{\sigma,p} \int_1^{r^\sigma} dt e^{-z^2 t} t^{-q/2\sigma} \tag{3.9}
$$
where $\beta_c$ is given in Eq. (3.7), $r = (4\pi)^{p/\sigma} S^2$ and

$$
\mathcal{J}_1(x) = \frac{e^{-x}}{x} + \mathcal{G}_{\sigma,q}(x) \\
\mathcal{J}_2(x) = -C_{\sigma,q}C_{p,p} \int_1^\infty dt t^{-D/2} e^{-xt} + \mathcal{G}_{p,p}(x)
$$

where

$$
\mathcal{G}_{\sigma,q}(x) := \int_1^\infty dt e^{-xt} [B^q(\tau_t) - 1] + \int_0^1 dt e^{-xt} \tau_t^{-q/2} [B^q(\tau_t^{-1}) - 1].
$$

In Eq. (3.9) we have to explicit the dependence of the last term on the variables $z$ and $z_S$. We have

$$
\int_1^{r^\sigma} e^{-zt} t^{-q/2} dt = 
\begin{dcases}
\int_0^{r^\sigma} e^{-zt} t^{-q/2} dt - \int_0^1 e^{-zt} t^{-q/2} dt \\
\int_1^\infty e^{-zt} t^{-q/2} dt - r^{\sigma-q/2} \int_0^\infty e^{-zt} t^{-q/2} dt
\end{dcases}
$$

for $0 < q/\sigma < 2$

Then, according to the fact that $0 < q/\sigma < 2$ or otherwise, we are led to two different forms of the gap equation suitable for taking limits:

- $0 < q/\sigma < 2$: the gap equation is

$$
(4\pi)^{p+(d-\rho D)/2} (\beta - \beta_c) L^{p(D-2)} = -(4\pi)^{p/2} A z^D \alpha^2 + r^{\sigma-q/2} \mathcal{J}_1(z^2 \sigma)
$$

$$
+ (4\pi)^{p+(d-\rho D)/2} (\beta - \beta_c) L^{p(D-2)} = -(4\pi)^{p/2} A z^D \mathcal{J}_2(z^2) + \mathcal{J}_2(z^2)
$$

$$
+ C_{\sigma,p} \int_1^\infty e^{-zt} t^{-q/2} dt + r^{\sigma-q/2} \left[ \mathcal{J}_1(z^2 \sigma) - C_{\sigma,p} \int_1^\infty e^{-zt} t^{-q/2} dt \right]
$$

(3.12)

- $q/\sigma \geq 2$: in this case, instead

$$
(4\pi)^{p+(d-\rho D)/2} (\beta - \beta_c) L^{p(D-2)} = -(4\pi)^{p/2} A z^D \alpha^2 + \mathcal{J}_2(z^2)
$$

$$
+ C_{\sigma,p} \int_1^\infty e^{-zt} t^{-q/2} dt + r^{\sigma-q/2} \left[ \mathcal{J}_1(z^2 \sigma) - C_{\sigma,p} \int_1^\infty e^{-zt} t^{-q/2} dt \right]
$$

(3.13)

Scaling $M$ as $L^{1+\delta}$ corresponds to consider more and more elongated geometries, in which the first $q$ dimensions approaches infinity faster than the remaining $p$. Two possible interesting limits should be considered (we recall that $z \sim (L/\xi_V)^{\rho}$, $zS^\sigma \sim (M/\xi_{V,\parallel})^\sigma$).
(a) If one keeps constant, doing the FSS limit, the ratio $\xi V/L \sim z^{-1}/\rho$, then we expect the final “effective” geometry should be $\infty^q \times L^p$ and the FSS be that of a “layer”. In terms of the parameters appearing in the previous expressions this limit corresponds to $zS^\sigma \to \infty$, $z$ constant;

(b) Also $\xi_{\parallel,V}/M$ can be kept constant in FSS. The expected “effective” geometry should be that of a $q$-dimensional hypercube with linear size $M (M^q \times 0^p)$, and thus we should observe the corresponding FSS. This limits corresponds to $zS^\sigma \text{constant}$, $z \to 0$.

3.3 $\xi V \sim L$

Assume that $0 < q/\sigma < 2$. Consider the term $r^{\sigma-q/2}J_1(r^\sigma z^2)$, we have

$$r^{\sigma-q/2}J_1(r^\sigma z^2) \sim \begin{cases} r^{\sigma-q/2}e^{-r^\sigma z^2} & \text{for } \sigma = 1 \\ r^{\sigma-q/2}(r^\sigma z^2)^{-2} & \text{for } 0 < \sigma < 1 \end{cases}$$

and thus is negligible in this limit with respect to the others terms. Moreover (given that $zS \to \infty$)

$$z^{-2+q/\sigma} \int_0^{r^\sigma z^2} e^{-t-t^{-q/2\sigma}} dt = z^{-2+q/\sigma} \int_0^\infty e^{-t-t^{-q/2\sigma}} dt + \cdots$$

$$= \int_0^\infty e^{-z^2t-t^{-q/2\sigma}} dt + \cdots$$

thus the gap equation becomes

$$4\pi(\beta-\beta_c)L^{d-2} = -(4\pi)^{\beta d/2}A D^{-2} + J_2(z^2) + C_{\sigma,p} \int_1^\infty e^{-z^2t-t^{-q/2\sigma}} dt$$

which is, as expected, the gap equation for a layered geometry $\infty^q \times L^p$. From the scaling form, the exponent $\nu$ is easily identified as $1/\nu = D-2$, expected for a bulk system in $D$ (effective) dimensions. Note that for $q/\sigma > 2$, taking into account Eq (3.13) and the fact that the last two terms are exponentially small for $zS \to \infty$, the gap equation is exactly the same as eq. (3.14), as expected.

3.4 $\xi_{\parallel,V} \sim M$

Case $0 < q/\sigma < 2$

We observe that $J_2(z^2)$ has a finite limit for $z \to 0$. The same is true for the second integral on the r.h.s. of Eq. (3.11). The gap equation is Eq. (3.12),
i.e. 

\[(4\pi)^{\rho+(d-\rho D)/2}(\beta - \beta_c)L^{\rho(D-2)} = -(4\pi)^{\rho d/2}Az^{D-2} + r^{\sigma - q/2}J_1(z^2r^\sigma) + J_2(z^2) - C_{\sigma,p} \int_0^1 e^{-zt}t^{-q/2\sigma} + C_{\sigma,p}z^{-2+q/\sigma} \int_0^{t^2} e^{-t}t^{-q/2\sigma} dt \]

(3.15)

Given that \(z \to 0\), the last term on the r.h.s. is greater than the sum of those on the first line of r.h.s., at least when

\[z^{2-q/\sigma}/C_{\sigma,p} \leq \int_0^{t^2} e^{-t}t^{-q/2\sigma} dt \]

so that the gap equation may be rewritten in the form

\[(4\pi)^{\rho+(d-\rho D)/2}(\beta - \beta_c)L^{\rho(D-2)}v^{q/2-\sigma} = J_1(z^2r^\sigma) + C_{\sigma,p}(r^\sigma z^2)^{q/2-1} \int_0^{t^2} e^{-t}t^{-q/2\sigma} dt \]

(3.16)

We note, first, that this scaling is possible only for \(\beta > \beta_c\), given the r.h.s. is a positive function. Given that \(M\) is scaled according to \(M \sim L^{1+\delta}\), then an effective exponent \(\tilde{\nu}(\delta)\) can be identified from the power of \(M\) on the l.h.s.

\[L^{D-2-q/2-\sigma} \sim M^{\rho(D-2)+((d-\Delta)(q-2\sigma))/4\nu_q} \]

giving

\[\frac{1}{\tilde{\nu}(\delta)} = \frac{\rho/\nu_D + (\delta - \Delta)\sigma/\nu_q}{1 + \delta} \]

(3.17)

where \(\nu_d^{-1} := d - 2\) is the exponent of a \(d\)-dimensional system (at least when \(d > 2\)). Moreover the gap equation can be rewritten as (see app. A)

\[(4\pi)^{\rho+(d-\rho D)/2}(\beta - \beta_c)L^{1/\nu(\delta)} = \int_0^{\infty} dt \Psi_{\sigma}(r^\sigma z^2 t) t^{-q/2\sigma} B^q \left(t^{-1/\sigma}\right) \]

(3.18)

Which has the same form of the gap equation for an hypercubic systems with geometry \(M^q\) (i.e. \((p = 0)\) when \(q/\sigma < 2\) (i.e. below the l.c.d. of the model):

\[(4\pi)^{\sigma} \beta M q^{-2\sigma} = \int_0^{\infty} dt \Psi_{\sigma}(r^\sigma z^2 t) t^{-q/2\sigma} B^q \left(t^{-1/\sigma}\right) \]

(3.19)

The FSS properties in this particular limit are influenced by the exponent with which the scaling is performed. In the limit of small \(\delta\) the standard
scaling exponent is recovered. For \( \delta \to \infty \), a sort of crossover towards a finite \( q \)-dimensional systems occurs, as one could naively expect. Note, however, that we have assumed \( q/\sigma < 2 \), that is the eventual effective geometry has a dimensionality below the lower critical dimension of the reduced model, and we have \( \nu_{1/q\sigma}^{-1} < 0 \). As a consequence the FSS is singular when \( \tilde{\nu}^{-1}(\delta) = 0 \), i.e. \( \delta = \rho(D - 2)/(2\sigma - q) > 0 \).

**Thermodynamic limit**

We observe that Eq. (3.15) may be rewritten as

\[
(\beta - \beta_c)M^{\tilde{\nu}^{-1}(\delta)} = \Phi_0(M/\xi_{||,V}) + S^{q-2\sigma} \Phi_1(L/\xi_V) \tag{3.20}
\]

If \( M/\xi_{||,V} \) is kept constant (as in the scaling we are interested in), given that \( \Phi_1(x) \sim 1 \) for \( x \to 0 \), the second term on r.h.s.

\[
S^{q-2\sigma} \Phi_1(L/\xi_V) = S^{q-2\sigma} \Phi_1(M^\sigma/\xi_V S^{-1}) \sim S^{q-2\sigma}
\]

is negligible compared to the first one for \( L, M \to \infty \), so the FSS form

\[
(\beta - \beta_c)M^{\tilde{\nu}^{-1}} = \Phi_0(M/\xi_{||,V}) \tag{3.21}
\]

holds. This scaling form is apparently inconsistent with the requirement of a well-defined infinite volume limit. Indeed to cancel out, for \( \xi \) finite \( (\beta \neq \beta_c) \) and \( M \to \infty \), the dependence on \( M \) cancels and \( \xi_{||,\infty} \sim (\beta - \beta_c)^{-1/\sigma(D-2)} \).

To recover correctly the thermodynamic limit we have to take into account that those terms which are negligible for \( M \to \infty \) with \( \xi_{||,V}/M \) kept constant may be not negligible when \( \xi_{||,V} \) is bounded and \( M \to \infty \). Indeed, going back to Eq. (3.20), given that \( \Phi_0(x) \sim 0 \) while \( \Phi_1(x) \sim x^{\rho(D-2)} \) for \( x \to \infty \), we get \( S^{q-2\sigma} \Phi_1(L/\xi_V) \sim M^{\tilde{\nu}^{-1}} \xi_{||,V}^{\sigma(D-2)} \) and thus the dependence of Eq. (3.20) on \( M \) cancels and \( \xi_{||,\infty} \sim (\beta - \beta_c)^{-1/\sigma(D-2)} \), as expected.

**Case \( q/\sigma \geq 2 \)**

The gap equation is given in Eq. (3.13), i.e.

\[
(4\pi)^{\rho+(d-\rho D)/2}(\beta - \beta_c)L^{\rho(D-2)} = -(4\pi)^{\rho d/2} A z^{D-2} + J_2(z^2) \\
+ C_{\sigma,p} \int_1^\infty e^{-z^2 t - q/2\sigma} dt + r^{\sigma-q/2} \left[ J_1(z^2 r^\sigma) - C_{\sigma,p} \int_1^\infty e^{-r^\sigma z^2 t - q/2\sigma} dt \right] \tag{3.22}
\]

From this expression it is easy to see that for fixed \( z^2 r^\sigma (zS) \) and \( r \) large enough, the second line is negligible with respect to the first line, which has...
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a finite limit for $z \to 0$. Thus no nontrivial scaling emerges. We can observe, however, that there is a way out, by noting that, for $1 < q/\sigma < D < 4$

$$\int_1^\infty dt e^{-at}t^{-b} = \frac{1}{b-1} + \Gamma(1-b)a^{b-1} + O(a)$$

thus, the gap equation may be also written as $(2 < q/\sigma < D < 4)$

$$(4\pi)^{q+(d-\rho D)/2}(\beta - \beta_c)L^{\rho(D-2)} - K = O(z^{D-2}) + C_{\sigma,p}z^{q/\sigma-2}\Gamma(1-q/2\sigma)
\nonumber$$

$$+ r^{q/2} \left[ J_1(z^2r^\sigma) - C_{\sigma,p} \int_1^\infty e^{-r^\sigma z^2t}t^{-q/2\sigma} dt \right]$$

(3.23)

where

$$K = J_2(0) + C_{\sigma,p} \frac{1}{q/2\sigma - 1}$$

now, in terms of a shifted temperature we can recover a sensible scaling with $zS_0$ constant, i.e.

$$(4\pi)^{q+(d-\rho D)/2}(\beta - \beta_c - \frac{\tilde{K}}{L^{\rho(D-2)}})L^{\rho(D-2)}r^{q/2-\sigma} = C_{\sigma,p}(r^{\sigma}z^2)^{q/2\sigma-1}\Gamma(1-q/2\sigma)
\nonumber$$

$$+ J_1(z^2r^\sigma) - C_{\sigma,p} \int_1^\infty e^{-r^\sigma z^2t}t^{-q/2\sigma} dt + O(z^{p/2})$$

(3.24)

This can be rewritten as (see section A.3 in the appendix)

$$(4\pi)^{q+(d-\rho D)/2}(\beta - \tilde{\beta}_c(L))L^{1/\tilde{\nu}(\delta)} = \int_0^\infty dt \Psi_\sigma(r^\sigma z^2t)t^{-q/2\sigma} \left[ B^q \left( t^{-1/\sigma} \right) - 1 \right]$$

(3.25)

where

$$\tilde{\beta}_c(L) = \beta_c + \frac{\tilde{K}}{L^{\rho(D-2)}}.$$ 

Again this is the same gap equation of the lower ($M^q$) dimensional system (above the l.c.d. of the model: $q/2\sigma \geq 2$):

$$(4\pi)^q(\beta - \tilde{\beta}_c^{low})M^{q-2\sigma} = \int_0^\infty dt \Psi_\sigma(r^\sigma z^2t)t^{-q/2\sigma} \left[ B^q \left( t^{-1/\sigma} \right) - 1 \right].$$

(3.26)

where $\tilde{\beta}_c^{low}$ is the corresponding critical temperature. It is easy to see that the l.h.s of the previous equation is the same as that of Eq. (3.14) with $q = 0$, $p \mapsto q$ and $z \mapsto zS_0$, i.e. as the r.h.s. of the gap equation for a finite hypercubic system in geometry $L^q$. The effective exponent $\tilde{\nu}(\delta)$ appears also in this case in the FSS.
3.5 Which one is the correct exponent?

Using the result from previous section we would like to address here the problem of the “phenomenological” determination of the critical exponents (we consider the case of $\nu_\perp$ and $\nu_\parallel$ for the model we are dealing with) without any a priori knowledge of the right value of $\Delta$. First of all we note that, calling $\nu'_\perp$, $\nu'_\parallel$ the exponents deduced from data collapse according to the FSS relations

$$tM^{1/\nu'_\parallel} = F_\parallel,\delta(\xi_\parallel,V/M,S_\delta)$$

and

$$tL^{1/\nu'_\perp} = F_\perp,\delta(\xi_\perp,V/L,S_\delta)$$

we have

$$1/\nu'_\perp = \begin{cases} \frac{\rho(D-2)}{\sigma/\nu_\parallel+(\delta-\Delta)\rho/\nu_\parallel} & \delta > 0 \\ \frac{\rho/\nu_\parallel+(\delta-\Delta)\rho/\nu_\parallel}{1+\delta} & \delta < 0 \end{cases} \quad \quad \quad (3.27)$$

and

$$1/\nu'_\parallel = \begin{cases} \frac{\rho/\nu_\parallel+(\delta-\Delta)\sigma/\nu_\parallel}{1+\delta} & \delta > 0 \\ \frac{\sigma(D-2)}{\sigma/\nu_\parallel+(\delta-\Delta)\sigma/\nu_\parallel} & \delta < 0 \end{cases} \quad \quad \quad (3.28)$$

Whatever scaling is performed (i.e. $\xi_V \sim L$, $\xi_V \sim M$), there is a range of $\delta$ for which the exponent $\nu'_\parallel$ extracted from the data does not depend on $\delta$ and $\nu'_\parallel = \nu_\parallel$. Moreover the scaling function one finds differs from the one determined for $\delta = \Delta$, the former being that of a layer geometry. This behaviour is fully consistent with our discussion of shape mismatch in sec. 2.4. To our opinion the other nontrivial FSS limits in which the exponents $\nu'_\parallel$ are function of $\delta$, and which can be realized only in the low temperature phase are a peculiarity of the $O(\infty)$ model due to the fact that in low temperature the finite-volume correlation length can diverge faster than the corresponding dimension of the lattice.

This analysis suggest that, in simulations where the exact value of $\Delta$ is not known, one can proceed by using a sequence of increasing values of $\delta$ and estimate critical exponents by FSS with $S_\delta$ fixed until the estimates do not change anymore with $\delta$. This provided it is possible to measure the correlation length of the system in the “transverse” direction so to be able to keep $\xi_{\perp,V}/L$ fixed.
Chapter 4

Numerical experiments

4.1 Setup

We studied the phase transition of the DLG in two dimensions by Monte Carlo simulations. Our aim was to check the validity of the FSS assumptions and eventually to use FSS to compute the critical exponents. The observables we took into account are those described in Section 1.3. We used the dynamics described in Sec. 1.1, with Metropolis rates, i.e. we set

$$w(x) = \min (1, e^{-x}).$$

(4.1)

Simulations were performed at infinite driving field $E$: therefore, forward (backward) jumps in the direction of the field are always accepted (rejected).

The dynamics of the DLG is diffusive and the dynamic critical exponent is expected [26] to be $z_{\perp} = 4$. Thus, it is important to have an efficient implementation of the Monte Carlo sampling algorithm in order to cope with the severe critical slowing down.

For the pseudo random-numbers we used the congruential generator of Parisi-Rapuano which is a 32 bit shift-register generator based on

$$a_n = (a_{n-24} + a_{n-55}) \text{XOR} a_{n-61}$$

where $a$ is an array of 256 unsigned 32–bit integers. To initialize the array we used the congruential generator $x = x*31167285+1$ (see [64]) with 48–bit integers to make it independent of the computer architecture (suggested by A. Sokal). The same random number generator is used to choose the links to flip and to perform the Metropolis rejection step.

A multi-spin coding technique is used to evolve simultaneously many independent configurations. The number of spin configuration to evolve it is chosen to be 128 optimizing the number of single-spin sweeps per second. Indeed we observed that on Pentium or PowerPC processors there is an abrupt change of performances increasing the number of spins in the multi-spin implementation, e.g. on a Pentium processor with 32 spins we have
updating at a speed of $1.3 \cdot 10^8$ spin-flip/sec, raising to $2.7 \cdot 10^8$ for 128 spins, while it drops to $2.0 \cdot 10^8$ for 192 spins; after that it starts to raise again (with the number of spins) to reach $3.8 \cdot 10^8$ for 960 spins. This behaviour can be traced to optimal allocation of the various level of cache memory present in this architectures.

Our first aim has been to test the theoretical prediction of the standard field theory for the DLG, see sec. 1.4. This implies that the correct FSS limit must be achieved with $S_2 = L_\parallel/L_\perp$ constant. The following geometries were taken into account $(L_\parallel, L_\perp)$: $(21, 14), (32, 16), (46, 18), (64, 20), (88, 22), (110, 24), (168, 28), (216, 30), (262, 32), (373, 36), (512, 40), (592, 42), (681, 44), (778, 46), (884, 48)$, for which $S_2 \simeq 0.2$; and the following values of $\beta$: $0.28, 0.29, 0.3, 0.305, 0.3075, 0.31, 0.3105, 0.311, 0.31125, 0.3115, 0.31175\ 0.312$, which lies all in the disordered phase (albeit very near to the critical line).

It is very important to be sure that the system has reached the steady-state distribution before sampling. Metastable configurations in which the Markov chain could be trapped for times much longer than typical relaxation times in the steady state are a dangerous source of bias. In the DLG, configurations in which multiple stripes aligned with the external field are present are very long-lived and it is possible that they persist for times of the order of those of typical simulation runs, thus effectively inducing a spurious geometry on the system. To avoid the formation of stripes, we took care to initialize the larger systems by suitably rescaled thermalized configurations of smaller systems (where the stripes decay faster) at the same temperature and value of $S_2$.

We computed the autocorrelation time $\tau_\chi$ for the susceptibility $\chi$. Such an observable is expected to have a good overlap with the slowest modes of the system, so that $\tau_\chi$ should give a good indication of the number of sweeps necessary to generate independent configurations. We found that, for one of the lowest temperature we considered ($\beta = 0.311$), $\tau_\chi \approx 900, 1400, 2700$ sweeps, for $L = 20, 24, 28$ respectively, where a MC sweep is conventionally defined as the number of moves equal to the volume of the lattice. For this reason, in order to have approximately independent configurations, we measured once every 1500 sweeps for every value of $\beta$.

For each geometry and $\beta$ we collected approximately $3 \cdot 10^5$ measures, sometimes more. The raw data are reported in Tables B.1, B.2.

The statistical variance of the observables is estimated by using the jackknife method [65]. To take into account the possible residual correlations of the samples, we used a blocking technique in the jackknife analysis. In the standard jackknife method the estimator for the variance is obtained discarding single data points. In the blocking technique, several variance estimators are considered, discarding blocks of data of increasing length and monitoring the estimated variance until it reaches a maximum.
4.2 Finite-size scaling

First we checked that the correlation length $\xi_{13}$ (which in the following will be called $\xi$) has a good thermodynamic limit independently from the chosen geometry. In this respect we considered also a sequence of systems for which $S_1$ were constant and with $L_\perp$ going from 14 to 48 as above. With the aim to test the theoretical prediction on the finite-size correction to the correlation length:

$$\xi_L(\beta)^{-2} = \xi_\infty(\beta)^{-2} + 4\pi^2 L^{-2} + O(L^{-4})$$

we introduce the following quantity

$$\tau_L(\beta) = \xi_L(\beta)^{-2} - 4\pi^2 L^{-2}.$$  

A good behaviour of $\xi_L$ as $L \to \infty$ is reflected in a good behaviour of $\tau_L$ and viceversa. Moreover we expect from (4.2) that $\tau_L$ will be constant for large $L$ when the shape factor $S_2$ is kept constant, but not otherwise. Indeed, as figure 4.1 shows, a good thermodynamic limit seem to exists for every value of $\beta$. As expected, when the temperature approaches the critical value, it is necessary to use larger and larger lattices to see the convergence to the infinite-volume limit. At $\beta$ fixed we expect the convergence to become eventually exponential in $L$. However, for lattices with $S_2$ fixed we observed an intermediate region of values of $L$ in which $\tau_L$ is apparently constant.
Table 4.1: Fit of $\tau_L(\beta)$ with $\tau_\infty + a L^{-2}$ (for $S_2$ constant): $L_{\text{min}}$ is the minimum value of $L$ allowed in the fit, $N$ are the degrees of freedom, $R^2$ is the sum of square residuals and $R^2_c$ is the critical value for $R^2$ at the 95% confidence level based on a $\chi^2$ distribution with $N$ degrees of freedom.

Such a region widens as $\beta$ approaches the critical point and is therefore consistent with the relation (4.2), that is

$$\frac{1}{\xi^2_L(\beta)} \approx \frac{1}{\xi^2_\infty(\beta)} - \frac{4\pi^2}{L^2},$$

in the FSS limit $L \to \infty$, $T \to T_c$. But this only happens for the geometries with $S_2$ constant. Note also that for the geometries with $S_1$ constant the corrections to the infinite volume limit are larger, which is what expected since the geometries with $S_1$ constant tend to be smaller than those with $S_2$ constant when comparing system with the same transverse size, as we do here.

The good behaviour of $\tau_L$ hints to the possibility of extracting the infinite volume limit $\tau_\infty$ directly by fitting $\tau_L$, for large enough $L$, with the constant value $\tau_\infty = 1/\xi^2_\infty$.

Table 4.1 shows the results of fitting $\tau_L(\beta)$ as a function of $L$ with the linear model $\tau_\infty(\beta) + a(\beta)L^{-2}$ discarding the observations with $L < L_{\text{min}}$ where $L_{\text{min}}$ is chosen to have a reasonable value of the sum of squared residuals $R^2$. In the table are also reported critical values of $R^2$ at the 95% confidence level based on the $\chi^2$ statistics which shows that almost all the fits are consistent (only two of them have $R^2 > R^2_c$ and this is statistically compatible with the 95% confidence level). The value of the parameter $\tau_\infty(\beta)$ gives then our preferred estimate for the infinite volume correlation length $\xi_\infty(\beta) = 1/\sqrt{\tau_\infty(\beta)}$. 

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$L_{\text{min}}$</th>
<th>$N$</th>
<th>$R^2$</th>
<th>$R^2_c$</th>
<th>$\tau_\infty$</th>
<th>$a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.28</td>
<td>22</td>
<td>4</td>
<td>3.12</td>
<td>9.49</td>
<td>0.2397(13)</td>
<td>-5.44(87)</td>
</tr>
<tr>
<td>0.29</td>
<td>22</td>
<td>4</td>
<td>2.76</td>
<td>9.49</td>
<td>0.15309(87)</td>
<td>-4.19(56)</td>
</tr>
<tr>
<td>0.3</td>
<td>22</td>
<td>4</td>
<td>5.09</td>
<td>9.49</td>
<td>0.07607(35)</td>
<td>-2.02(24)</td>
</tr>
<tr>
<td>0.3025</td>
<td>22</td>
<td>4</td>
<td>5.19</td>
<td>9.49</td>
<td>0.05864(36)</td>
<td>-1.30(25)</td>
</tr>
<tr>
<td>0.305</td>
<td>24</td>
<td>8</td>
<td>14.63</td>
<td>15.50</td>
<td>0.04382(26)</td>
<td>-1.91(26)</td>
</tr>
<tr>
<td>0.3075</td>
<td>26</td>
<td>2</td>
<td>0.70</td>
<td>6.00</td>
<td>0.02961(52)</td>
<td>-3.33(67)</td>
</tr>
<tr>
<td>0.31</td>
<td>22</td>
<td>4</td>
<td>8.29</td>
<td>9.49</td>
<td>0.01309(11)</td>
<td>0.310(74)</td>
</tr>
<tr>
<td>0.3105</td>
<td>22</td>
<td>4</td>
<td>7.57</td>
<td>9.49</td>
<td>0.01069(18)</td>
<td>0.09(13)</td>
</tr>
<tr>
<td>0.311</td>
<td>24</td>
<td>7</td>
<td>14.78</td>
<td>14.08</td>
<td>0.00852(21)</td>
<td>-0.17(18)</td>
</tr>
<tr>
<td>0.31125</td>
<td>22</td>
<td>4</td>
<td>2.65</td>
<td>9.49</td>
<td>0.00703(11)</td>
<td>-0.012(72)</td>
</tr>
<tr>
<td>0.3115</td>
<td>22</td>
<td>4</td>
<td>8.56</td>
<td>9.49</td>
<td>0.00586(14)</td>
<td>0.01(13)</td>
</tr>
<tr>
<td>0.31175</td>
<td>24</td>
<td>3</td>
<td>9.21</td>
<td>7.82</td>
<td>0.00421(20)</td>
<td>0.49(19)</td>
</tr>
<tr>
<td>0.312</td>
<td>28</td>
<td>6</td>
<td>11.46</td>
<td>12.59</td>
<td>0.00348(16)</td>
<td>0.01(20)</td>
</tr>
</tbody>
</table>
Performing the same kind of analysis on the data obtained in the geometries with $S_1$ constant is not reliable since these data are clearly affected by larger corrections and thus a straight extrapolation would be questionable.

A simple argument shows that the formula (4.2) implies that $\nu = 1/2$. Then, given the values of $\tau_\infty(\beta)$ we can check the expected value of $\nu$ and estimate the critical value of $\beta$.

We fitted

$$\tau_\infty(\beta) = A \left| \frac{\beta}{\beta_c} - 1 \right|^{2\nu}$$

for $\beta > \beta_{\text{min}}$, choosing for $\beta_{\text{min}}$ the lowest value for which $R^2 < R_c^2$ (here and in the following we will use always critical values at the 95% confidence level) and we obtained $\beta_{\text{min}} = 0.31$, $N = 4$, $R^2 = 4.2$ ($p = 0.38$, $R_c^2 = 9.48$), $A = 1.09(31)$, $2\nu = 0.921(65)$, $\beta_c = 0.312557(93)$. Adding analytic corrections to scaling does not produce better results.

A better estimate of $\beta_c$ is obtained by fixing $\nu = 1/2$. In this case $\beta_{\text{min}} = 0.31$, $N = 5$, $R^2 = 5.56$ ($p = 0.35$, $R_c^2 = 11.07$), $A = 1.540(24)$, $\beta_c = 0.312670(26)$. Adding the first analytic correction to scaling (with the same value of $\beta_{\text{min}} = 0.31$) gives $N = 4$, $R^2 = 4.02$ ($p = 0.40$, $R_c^2 = 11.07$), $A = 1.70(13)$, $\beta_c = 0.312603(54)$ and $B = -15(12)$.

The we will consider as out best estimate of the critical temperature:

$$\beta_c = 0.312603(54). \quad (4.4)$$

The result for $\beta_c$ should be compared with the existing determinations:

$$\beta_c = \begin{cases} 0.3108(11) & \text{(Ref. [39])}; \\ 0.3125(13) & \text{(Ref. [41])}. \end{cases} \quad (4.5)$$

Our result (4.4) is in fairly good agreement with both estimates, although more precise.

The good FSS behaviour of the correlation length is witnessed by the plot of $\xi_2 L / \xi_L$ vs. $\xi_L / L$ in fig. 4.2. The solid line is the theoretical prediction. It is clear that as the size of the systems increase the points converge towards the theoretical line. We would like to emphasize that in this plot there are no tunable parameters involved. So the observed collapse is very remarkable. To get rid of the small corrections to FSS still present, in fig. 4.3 we plotted $\xi_2 L / \xi_L$ vs. $\xi_2 L / 2L$. The use of data from the larger system for the values in the horizontal axis reduces significantly the corrections in the FSS plot.

Next we checked the FSS behaviour of various observables plotting $O_2 L / O_L$ vs. $\xi_2 L / 2L$. The susceptibility is plotted in fig. 4.5, showing the same features present in the FSS plot for $\xi$. In fig. 4.4 we report the amplitude $A$ for which the theory predicts no anomalous dimensions, here we have large error-bars (due to the very small range in the vertical axis): the data points shows a right trend towards the theoretical prediction (shown as a dotted line).
The plot for the magnetization of fig. 4.7 shows a good collapse of data points. If we look for the value of the ratio \( m_{2L}/m_L \) at the critical point (i.e. when \( \xi_{2L}/2L = 1/2\pi \simeq 0.159 \) we see that it should be around 0.5 which means that \( \beta/\nu \simeq 1 \) in accordance with the standard theory.

The behaviour of the Binder parameter reported in fig. 4.6 seems to present a good data collapse and a rough estimate of the anomalous dimensions of \( g \) would give in this case \( \gamma_g/\nu \simeq -0.4 \) meaning that \( g = 0 \) at the critical point. Even if we conjecture this limit to be true and thus supports the theory which predicts gaussian transverse fluctuations at the critical point, the analysis of the scaling plot could be more subtle and we give some arguments that what we see could be (logarithmic?) corrections to FSS in the next section.

The last plot shows some preliminary results about the parallel correlation length which can be defined in analogy to the transverse by looking at the structure function at zero transverse momenta. In this case we used a definition of the correlation length base on the first and the second non-zero parallel momenta. Fig. 4.9 report a plot of \( \xi_{\parallel}/L_{\parallel} \) vs. \( \xi_L/L \). There are huge corrections to FSS but data points seems going to collapse on a well-defined curve.

### 4.3 Corrections to FSS

Now we would like to exploit the analysis of sec. 2.5 to check for the presence of logarithmic corrections to FSS. In the upper plot in fig. 4.10 we report \( X_L \) versus \( g_L \) according to the data compared to the theoretical prediction which says that

\[
X^\text{th} = M_1(z^\#)^2/M_2(z^\#), \quad g^\text{th} = 2 - M_1(z^\#)/M_2(z^\#)^2
\]

(4.6)

To achieve this purpose, for each data point we determined \( z^\#_L(\beta) \) such that

\[
g_L(\beta) = 2 - M_1(z^\#_L(\beta))/M_2(z^\#_L(\beta))^2
\]

and then plugged this into the first of the eqns. (4.6) to obtain \( X^\text{th} \) as a function of \( g_L(\beta) \). It is clear from the second plot in fig. 4.10 that deviations (even if somewhat systematic) are very small and compatible with statistical errors. Note that \( g \to 0 \) is the gaussian limit where \( X \to 4/\pi \approx 0.785 \) and that \( g \approx 0.43 \) corresponds to the strongly anharmonic limit were our approximation is no more justified. Note also that using an effective action \( S_{\text{eff}} \) with a different kind of interaction (e.g. \( \varphi^n, n \neq 4 \)) gives result incompatible with statistical errors.

Using the values of \( z^\#_L(\beta) \) as determined from the cumulant \( g_L(\beta) \) we proceeded to fit them to the form

\[
z^\#_L(\beta) = a_1 \left( \frac{L}{\xi_L(\beta)} \right)^2 (\log L)^{a_2} + a_3 (\log L)^{-a_2}
\]
to mimic the structure of the corrections above two dimensions and assuming logarithmic behaviour for the marginally irrelevant coupling. The fit is unreliable and cannot be used to confirm this plausible $L$ dependence of the corrections. However, estimated parameters can be used to provide an explicit example showing how logarithmic corrections to FSS can generate an FSS plot like that of fig. 4.6 which almost looks like a good scaling plot. In this example, reported in fig. 4.11, we set $a_1 = 0.0103$, $a_2 = -8.55$, $a_3 = 1.42$ and used the observed values of $\xi_L(\beta)$, $\xi_{2L}(\beta)$ to evaluate the theoretical prediction for $g_{2L}/g_L$. This look indistinguishable from the observed data.

4.4 FSS for $S_1$ fixed

Here we report preliminary results about a series of simulations with geometries with fixed value of $S_1 = L_\parallel/L_\perp$ with the aim of understanding the effects of shape mismatch in this model. Indeed, by the results reviewed in the previous sections, we are fairly confident that $S_2$ is the right shape factor for the DLG – the one which should appear in FSS functions. Then keeping $S_1$ constant while doing the FSS limit means that $S_2 \to 0$. If we try to keep $\xi_\perp,L/L_\perp$ constant in this limit we should expect a singular behaviour of the FSS functions as argued in sec. 2.4.

We considered the following geometries with $S_1 \approx 0.106$ constant: $(20, 14)$, $(27, 16)$, $(34, 18)$, $(42, 20)$, $(51, 22)$, $(61, 24)$, $(72, 26)$, $(83, 28)$, $(96, 30)$, $(109, 132)$, $(123, 34)$, $(138, 36)$, $(154, 38)$, $(170, 40)$, $(188, 42)$, $(206, 44)$, $(225, 46)$, $(245, 48)$. And the following values of $\beta$: 0.27, 0.28, 0.29, 0.3, 0.305, 0.3075, 0.31, 0.3105, 0.311, 0.312. Raw data are reported in table B.3 and table B.4.

In fig. 4.12 we reported the $(2L/L)$ plot for $\xi$ in the case of fixed $S_1$. It shows larger corrections compared to that obtained with $S_2$ constant – however this is somewhat natural given that the geometries considered are smaller with respect to the corresponding geometries for $S_2$ constant. In any case, the most relevant feature of the plot is that it is clear that $\xi_{2L}/\xi_L \leq 1.85$. Note in fact that the set of $\beta$ considered for these geometries is the same of those with $S_2$ constant and we have data up to $\beta = 0.312$, quite near to $\beta_c \approx 0.3126$. To understand the scaling behaviour of $\xi_L$ at $\beta_c$ we took the data with $\beta = 0.312$ and assuming $\xi_L(\beta_c) \propto L_\xi^0$ tried to estimate $a_\xi$.

To do this we proceeded as follows: given that $L_n$ is an increasing sequence of values of $L$ at our disposal we computed the ratios

$$r_n = \frac{\log(\xi_{L_{n+1}}(\beta)) - \log(\xi_{L_n}(\beta))}{\log(L_{n+1}) - \log(L_n)}$$

with the corresponding statistical errors: note that if $\xi_{L_n} \propto L_n^{a_\xi}$ we have $r_n = a_\xi$. We estimated $a$ from the $r_n$ by doing a constant fit. The best fit is obtained considering data with $L \geq L_{\min} = 24$ and gives $a_\xi = 0.847(13)$
with $R^2 = 3.765$ and $N = 10$. Repeating the same procedure for $\chi$ with the same value of $L_{\text{min}}$ we got: $a_\chi = 1.676(16)$ with $R^2 = 6.210$ and $N = 10$.

For $m$ (again same $L_{\text{min}}$): $a_m = -0.6787(91)$ with $R^2 = 8.260$ and $N = 10$.

Note that the determinations of $a_\xi, a_\chi$ and $a_m$ are consistent with the equations $a_\chi = 2a_\xi$, $a_m = a_\chi/2 - 3/2$ obtained from the relations

$$\chi_L \propto \xi_L^2, \quad m_L^2 \propto \frac{\chi_L}{L_{\parallel}L_{\perp}}$$

valid for the mean-field theory.

This suggests that the appropriate FSS form in this case should be

$$\xi_L/L_{\text{eff}} = F^0_\xi(\xi_\infty/L_{\text{eff}}), \quad \chi_L/L_{\text{eff}} = F^0_\chi(\xi_\infty/L_{\text{eff}})$$

(4.7)

where $L_{\text{eff}} = L^{a_\xi}$ is an effective length-scale entering the FSS functions. Note that a similar result was found (in the same limit $S_2 \to 0$) by Leung [39, 40] which by theoretical arguments and analysis of finite-size data was led to the conclusion that

$$\chi_L(t) = L_{\parallel}^{1/3}L_{\perp} H_\chi(t L_{\parallel}^{1/2} L_{\perp}^{1/2})$$

where $t$ is a shifted reduced temperature. The exponents in this results are not exact but approximate values consistent with the data at his disposal. However they partially agree with our observations. Indeed for $S_1$ constant $L_{\parallel} \propto L_{\perp}^2$ and Leung’s results become

$$\chi_L(t) = L_{\perp}^{5/3} H_\chi(t L_{\perp}^{3/2})$$

which shows that, near criticality, $\chi_L \propto L_{\perp}^{5/3}$ in agreement with our observation that $a_\chi \approx 1.676$.

We think that this situation is not very clear, first of all because we where expecting that in the limit of $S_\Delta \to 0$ FSS would hold with $\xi_L/L_{\parallel}^{1/3} \propto \xi_L/L_{\perp}^{2/3}$ constant\(^1\) which would give an exponent too small to be consistent with our data.

For reference we reported also the $(2L/L)$ FSS plots for the other observables $\chi, m, g$ resp. in fig. 4.13, 4.14, 4.15. However we are prevented to interpret them by the strange scaling behaviour of the correlation length.

We used $a_\xi \approx 0.847$ to check eq. (4.7) by plotting $\xi_L/L^{a_\xi}$ versus $(L^{a_\xi}/\xi_\infty)^2$ as determined by the extrapolation in the previous section. This is reported in fig. 4.19. The solid line is the function $F^0_\xi$ defined by

$$F^0_\xi(x) = A_0 H^*(x/\sqrt{A_0})$$

\(^1\)This is appropriate for the strip geometry where $L_{\perp} \to \infty$ and consistent with exact solutions, our findings in the $O(\infty)$ model and also with the phenomenological FSS analysis of Binder and Wang [46].
where $A_0$ is a non-universal amplitude fitted (by eyes) to the data and $H^*$ is the FSS function for the correlation length of the 1d Ising model:

$$\xi_{\text{L}}^{\text{ising}} / L = H^* (L / \xi_{\text{L}}^{\text{ising}})^2$$

where $\xi_{\text{L}}^{\text{ising}}$ is related to the mass gap of the 1d Ising model of $L$ sites as usual and $\xi_{\infty}^{\text{ising}}$ is the corresponding infinite-volume limit. This particular choice of the FSS function can be justified heuristically by noting that when $S_2 \ll 1$ and $\xi_{||} \gg L_{\perp}$ the system behaves as effectively one-dimensional and the discrete model resembles a 1d Ising model. As can be seen, the result is not really bad (remember that we have at our disposal only the parameter $A_0$) but of course is just an hint for future investigations. Finally, fig. 4.18 reports a plot of $\xi_{2L} / \xi_L$ versus $\xi_{3L} / 2L^2$ with again the prediction from the 1d Ising model with the same amplitude estimate before. Here deviations from the prediction are marked.

In fig. 4.20 we check relations between adimensional ratios, in the spirit of fig. 4.10, for $S_1$ geometries: the results are very similar to that for the $S_2$ geometries.

### 4.5 Conclusions

By the means of a well-behaved transverse correlations length we were able to probe the FSS regime of the DLG in much deeper detail than previous works in the literature, first of all avoiding the deprecable technique of data collapsing for the determination of critical exponents. Data collapse, indeed, is usually judged by eyes: in doubtful situations like ours, a more quantitative approach to the verification of scaling relations is needed. We want to stress again that simulations at $S_2$ constant agree fairly well with the theory without any tuning of parameters. This give strong evidences that the correct scaling limit can be obtained with $S_2$ constant. The prediction of $\nu$ and $\gamma$ are thus consistent with the mean-field behaviour of the transverse correlations predicted by the field-theoretical approach of sec. 1.4. By our arguments of sec. 2.4, even if $\Delta < 2$, the FSS scaling of the transverse correlation function is not modified by shape mismatch, indeed we expect that the relation

$$\frac{\xi_{2L}}{\xi_L} \approx F_\xi \left( \frac{\xi_L(t)}{L}, S_\Delta \right),$$

has a regular limit for $S_\Delta \to \infty$ (this is what happens if we keep $S_2$ constant and $\Delta < 2$). In particular our analysis applies also to the case $\Delta = 1$.

Another novelty of our approach is the different perspective on the role of the dangerous operator in the FSS behaviour of the standard field-theory for the DLG, and thus on the KLS model if we assume the standard picture to be correct. Indeed we showed how this dangerous operator does not lead to violations of FSS above two dimensions and in high temperature due to
the absence of the zero-mode. This ultimately means that the standard set of observables in finite-volume is not suited for capturing the anomalous behaviour expected from the analysis of the infinite-volume field-theory. A better understanding of this phenomenon, an in particular of the finite-size behaviour of the theory below the critical temperature is under current investigation. Even if we do not still have strong arguments we believe that our data for the Binder cumulant are affected by (logarithmic?) corrections to FSS. If that is the case it would be very difficult to see this logarithmic nature by MC simulations due to the need of simulating prohibitively large boxes. In any case the method of crossing of $g$ to find the critical temperature should not be used in this situation.

An analysis of the data from geometries at $S_1$ constant is under consideration to understand the discrepancy between the recent claims made in the literature [57] with our results.
Figure 4.2: FSS plot for $\xi$ with $\alpha = 2$. Marks are as follows: $L = 16(\circ), 18(\Box), 20(\triangle), 22(\diamond), 24(\star)$. On the right $\xi_{2L}/\xi_L$ is plotted against $\xi_{2L}/(2L)$ to reduce the effects of corrections to FSS. The lines are the theoretical prediction.
Figure 4.3: FSS plot for $\xi$. Marks are as in fig. 4.2. $\xi_{2L}/\xi_L$ is plotted against $\xi_{2L}/(2L)$ to reduce the effects of corrections to FSS. The line is the theoretical prediction.
Figure 4.4: FSS plot for $A$. Marks are as in fig. 4.2. The solid line is the theoretical prediction.
Figure 4.5: FSS plot for $\chi$. Marks are as in fig. 4.2. The line is the theoretical prediction.
Figure 4.6: FSS plot for $g$. Marks are as in fig. 4.2.
Figure 4.7: FSS plot for $m$. Marks are as in fig. 4.2.
Figure 4.8: FSS plot for $\xi_{\parallel}$. Marks are as in fig. 4.2.
Figure 4.9: FSS plot of $\xi_\parallel / L_\parallel$ versus $\xi / L$. All the data points are shown. For the same value of $\beta$ (same marker) the larger geometries are on the left of smaller ones. The plot clearly shows that corrections to FSS dies out as $L$ increases.
Figure 4.10: Check of FSS corrections: upper figure is the plot of $X_L$ vs. $g_L$ (see sect. 2.2.2) and a plot of the theoretical prediction, they are indistinguishable in this scale. Lower figure reports $X_L - X_L^{th}$ vs. $g_L$, deviations are seen for $g_L \approx 0.43$ (the limit of large quartic coupling).
Figure 4.11: Check of FSS corrections: here it is shown how the FSS plot for $g$, i.e. $g_{2L}/g_L$ vs $\xi_L/L$ looks like assuming a specific pattern for the $L$ dependence of the corrections. In this case it is indistinguishable from the real data.
Figure 4.12: FSS plot for $\xi$ with $S_1$ fixed. Marks are as in fig. 4.2. The line is the theoretical prediction of FSS with $S_2$ fixed, for comparison.
Figure 4.13: FSS plot for $\chi$ with $S_1$ fixed. Marks are as in fig. 4.2. The line is the theoretical prediction of FSS with $S_2$ fixed, for comparison.
Figure 4.14: FSS plot for $m$ with $S_1$ fixed. Marks are as in fig. 4.2.
Figure 4.15: FSS plot for $g$ with $S_1$ fixed. Marks are as in fig. 4.2.
Figure 4.16: FSS plot for $\xi_\parallel$ with $S_1$ fixed. Marks are as in fig. 4.2.
Figure 4.17: FSS plot of $\xi/\parallel L\parallel$ versus $\xi/L$ for $S_1$ geometries. All the data points are shown. For the same value of $\beta$ (same marker) the larger geometries are on the left of smaller ones.
Figure 4.18: FSS plot for $\xi$ with $S_1$ fixed. Marks are as in fig. 4.2. Here $L_{\text{eff}} = L^\alpha_\perp (\alpha_\xi = 0.847)$. The solid line is the FSS curve of the one dimensional Ising model with one adjustable parameter to account for non-universal metric factor.
Figure 4.19: Plot of $\xi_L/L_{\text{eff}}$ vs $(L_{\text{eff}}/\xi_\infty)^2$ with $L_{\text{eff}} = L^\alpha_\perp$ ($\alpha = 0.847$); for each $\beta$ the six largest geometries are shown, different marks stay for different temperatures. The solid line is the FSS curve of the one dimensional Ising model with one adjustable parameter to account for non-universal metric factor.
Figure 4.20: Check of FSS corrections for the geometries with $S_1$ constant: upper figure is the plot of $X_L$ vs. $g_L$ (see sect. 2.2.2) and a plot of the theoretical prediction, they are indistinguishable in this scale. Lower figure reports $X_L - X_L^{th}$. 
Appendix A

Computations in the $O(\infty)$ model

A.1 FSS of the gap equation

By standard arguments (see eq. [66]), the gap equation can be approximated with

$$\beta - \beta_c \approx -\lambda_V \int_{[-\pi,\pi]^d} \frac{d^d p}{(2\pi)^d} \frac{1}{K(p)(K(p) + \lambda_V)} + \Sigma' \approx -\lambda_V^{D/2-1} A + \Sigma'.$$

(A.1)

with $K(p) = |p_\perp|^2 \rho + |p_\parallel|^2 \sigma$ where $0 < \sigma \leq 1$, $0 < \rho \leq 1$ and where $D = p/\rho + q/\sigma$,

$$A := \int_{\mathbb{R}^d} \frac{d^d p}{(2\pi)^d} \frac{1}{K(p)(K(p) + 1)}$$

and

$$\Sigma' := \frac{1}{V} \sum_{p \in \Lambda_V^*} \frac{1}{K(p) + \lambda_V} - \int_{[-\pi,\pi]^d} \frac{d^d p}{(2\pi)^d} \frac{1}{K(p) + \lambda_V}.$$  

Using Poisson summation formula

$$\sum_{n=a}^{b} f(n) = \sum_{k} \int_{a}^{b} dnf(n)e^{i2\pi nk} + \frac{1}{2} (f(a) + f(b))$$

we have

$$\frac{1}{V} \sum_{p \in \Lambda_V^*} f(p) = \sum_{n} \int_{[-\pi,\pi]^d} \frac{d^d p}{(2\pi)^d} f(p) e^{i p \cdot n_\parallel M + i p \cdot n_\perp L} + O(L^{-1}|f(\pi) + f(-\pi)|).$$

(A.2)
so that

\[ \Sigma' \approx \sum_{n \neq 0} \int_{[-\pi,\pi]^d} \frac{d^d p}{(2\pi)^d} e^{ip \cdot n} M + ip \cdot n_\perp L \]

\[ \approx \sum_{n \neq 0} \int_{\mathbb{R}^d} \frac{d^d p}{(2\pi)^d} e^{ip \cdot n} M + ip \cdot n_\perp L \]

where we have extended the integration to all the space, convergence being guaranteed by the oscillating phase factor.

Introduce the function

\[ B(s) := \sum_{n \in \mathbb{Z}} e^{-\pi n^2 s}, \quad \text{with} \quad B(s) = s^{-1/2} B(1/s). \]

To deal with the particular form of the propagator it will be useful to introduce auxiliary integrations. It happens that actually these integrations are mean values according to particular probability ditribution. Then, in the following, we will denote with \( \mathbb{E} \) the probabilistic mean value. Since the random variables we introduce are just a trick to perform computations if r.v. appears in final results the operation of taking the mean will be understood whenever not present.

Recall that a subordinator \( X_t \) (for detail see e.g. [15]) of order \( \alpha \), for \( 0 < \alpha < 1 \) is a positive and increasing jump process over \( \mathbb{R}^+ \) with stationary independent increments and such that

\[ \mathbb{E} e^{-u X_t} = e^{-tu^\alpha} \]

for \( u > 0 \). It holds that \( \mathbb{E} X_t^\beta < \infty \) for \( \beta < \alpha \) and that \( X_t \overset{d}{=} \ell^{1/\alpha} \tau_t \) where equality means equality in ditribution. The law of \( X_1 \) is then an \( \alpha \)-stable law supported on the positive semiaxis, its density \( f_\alpha(x) \) with respect of Lebesgue measure on \( \mathbb{R}^+ \) has the asymptotic behaviour

\[ f_\alpha(x) \sim x^{-(1+\alpha)}, \quad \text{for} \quad x \to +\infty. \]

and

\[ f_\alpha(x) \sim \exp \left( -Cx^{-\alpha/(1-\alpha)} \right), \quad \text{for} \quad x \to 0+, \]

where \( C \) is a positive constant.

We can consider the case \( \alpha = 1 \) as a limiting situation in with the process \( X_t \) becomes deterministic and ballistic: \( X_t = t \).

Introducing auxiliary integrations over a parameter \( t \) and over the distribution of independent subordinators \( \eta_t \) and \( \tau_t \) of respective order \( \rho \) and \( \sigma \) (with \( 0 < \sigma \leq 1 \) and \( 0 < \rho \leq 1 \)), is possible to factorize the multiple
summations in eq. (A.3) as follows:

\[ \Sigma' = \sum_{n \neq 0} \int_{\mathbb{R}_d} \frac{d^d p}{(2\pi)^d} \int_0^\infty dt \, e^{-\lambda_V t - \frac{1}{4} |p_\perp|^2} e^{i p_\perp \cdot n_\perp L + ip_\parallel n_\parallel M} \]

\[ = E \sum_{n \neq 0} \int_{\mathbb{R}_d} \frac{d^d p}{(2\pi)^d} \int_0^\infty dt \, e^{-\lambda_V t - \eta|p_\parallel|^2} e^{i p_\perp \cdot n_\perp L + ip_\parallel n_\parallel M} \]

\[ = \frac{1}{(4\pi)^{d/2}} \sum_{n \neq 0} \int_0^\infty dt \, \eta_t^{-p/2} \tau_t^{-q/2} e^{-\lambda_V t - (n_\perp L)^2 / (4\eta_t) - (n_\parallel M)^2 / (4\tau_t)} \]

\[ = \frac{L^{(2-D)/2}}{(4\pi)^{(d-\rho D)/2}} \int_0^\infty dt \, \eta_t^{-p/2} \tau_t^{-q/2} e^{-z^2 t} \left[ B^p \left( \frac{1}{\eta_t} \right) B^q \left( \frac{r}{\tau_t} \right) - 1 \right] \]

with \( S = M/L^{\rho/\sigma} \), \( r = (4\pi)^{\rho/\sigma - 1} S^2 \), \( z = L^p \sqrt{\lambda / (4\pi)^\rho} \), \( D = p/\rho + q/\sigma \).

We see that the r.v. \( \tau_t \) and \( \eta_t \) can be interpreted as auxiliary random times replacing the unique deterministic auxiliary time variable (Schwinger’s proper-time) appearing in the treatment of short-range case (\( \sigma = \rho = 1 \)). This allows a unified treatment of a whole host of models.

This last expression readily implies that in the FSS limit with \( S \) constant we obtain the gap equation

\[ (4\pi)^{(d-\rho D)/2}(\beta - \beta_c) L^{\rho(D-2) - 2} = -(4\pi)^{2d/2} A + I(z, S) \]  

(A.4)

where \( \beta = 1/T \), \( \beta_c \) is given in Eq. (3.7), \( z = (4\pi)^{-\rho/2}(L/\xi_V)^\rho \).

In the low temperature regime (\( \beta > \beta_c \) fixed) we have

\[ \beta - \beta_c = -\lambda_V^{D-2} A + \Sigma' > 0 \]

which implies that \( \Sigma' \) must remain constant in the limit \( L, M \to \infty \) and thus \( z \) is forced to go to zero. Then

\[ \frac{(4\pi)^{(d-\rho D)/2}}{L^{(2-D)/2}} \Sigma' = \int_0^\infty dt \, \eta_t^{-p/2} \tau_t^{-q/2} e^{-z^2 t} B^p \left( \frac{1}{\eta_t} \right) B^q \left( \frac{r}{\tau_t} \right) \]

\[ - \int_0^\infty dt \, \eta_t^{-p/2} \tau_t^{-q/2} e^{-z^2 t} \]

\[ = \int_0^\infty dt \, e^{-z^2 t} B^p \left( \eta_t \right) B^q \left( \tau_t \right) \]

\[ \approx z^{-2} \]

which implies that in the infinite volume limit

\[ \xi_V \sim L^{D/2}. \]  

(A.5)
A.2 FSS of the correlation function

Now we consider the FSS limit for the (real-space) correlation function $G_V(x)$:

$$G_V(x) = \frac{1}{V} \sum_{p \in \Lambda_V} \frac{e^{ip \cdot x}}{K(p) + \lambda_V} \tag{A.6}$$

Using again the Poisson summation formula of eq. (A.2) we get

$$G_V(x) = \frac{1}{V} \sum_{p \in \Lambda_V} \int_0^\infty dt \ e^{ip \cdot x - |p_L|^2 t - |p|^2} \ e^{-t \lambda_V}$$

$$= \frac{1}{V} \sum_{p \in \Lambda_V} \int_0^\infty dt \ e^{ip \cdot x - \eta \ |p_L|^2} \ e^{-t \lambda_V}$$

$$\approx \int_0^\infty dt \ e^{-\lambda_V t} \sum_n \int_{\mathbb{R}^d} \left( \frac{d^dp}{(2\pi)^d} \right) e^{ip_{\perp}(n_{\perp} M + x_{\perp}) + ip_{\parallel}(n_{\parallel} L + x_{\parallel}) - \eta \ |p_{\perp}|^2 - \tau \ |p|^2}$$

$$\approx \frac{1}{(4\pi \sqrt{\pi})^d} \int_0^\infty dt \ e^{-\lambda_V t} \ e^{-q/2 \eta L^{-1/2}} \sum_{n \in \mathbb{Z}^d} e^{-|x_{\perp} + L n_{\perp}|^2/(4\eta) - |x_{\parallel}|^2/(4\tau)}$$

($\approx$ means again equality modulo finite-size corrections uniform in $T$). In the infinite volume limit with $x$ and $\lambda_V$ fixed only the $n = 0$ term is non-vanishing and we get

$$G_V(x) \approx \frac{1}{(4\pi \sqrt{\pi})^d} \int_0^\infty dt \ e^{-\lambda_V t} \ e^{-q/2 \eta L^{-1/2}} \sum_{n \in \mathbb{Z}^d} e^{-|x_{\perp} + L n_{\perp}|^2/(4\eta) - |x_{\parallel}|^2/(4\tau)}$$

$$= \int_{\mathbb{R}^d} \left( \frac{d^dp}{(2\pi)^d} \right) \frac{e^{ip \cdot x}}{K(p) + \lambda_V} = \xi_{\perp}^{\rho(2-D)} \xi_{\parallel}^{\rho(2-D)} G_{\infty}(x_{\perp}/\xi_{\perp}, x_{\parallel}/\xi_{\parallel})$$

where

$$\xi_{\perp} = \lambda^{-1/2\rho}, \quad \xi_{\parallel} = \lambda^{-1/2\sigma}.$$  

If we perform the limit $L, M \to \infty$ with $S, \xi_{\parallel}/L, x_{\perp}/L, x_{\parallel}/M$ constant we get instead

$$G_V(x) \approx \frac{L^{\rho(2-D)}}{(4\pi \sqrt{\pi})^d} \int_0^\infty dt \ e^{-\lambda_V t} \ e^{-q/2 \eta L^{-1/2}} \sum_{n \in \mathbb{Z}^d} e^{-|(x_{\perp}+L n_{\perp}) + n_{\parallel}|^2/(4\eta) - |x_{\parallel}|^2/(4\tau)} \tag{A.7}$$

$$= L^{\rho(2-D)} F(x_{\perp}/L, x_{\parallel}/M, S, \lambda_L L^{2\rho})$$

$$= \xi_{\perp}^{\rho(2-D)} G_{\infty}(x_{\perp}/\xi_{\perp}, x_{\parallel}/\xi_{\parallel}, S, \xi_{\perp}/L, S)$$

which is the FSS form of the correlation function.
A.3 Gap equation for $S \to \infty$

Now we will determine the limiting form of the gap equation (A.1) for $L \to \infty$, $M \to \infty$ such that $S \to \infty$ and arbitrary values of $z = L/\xi_V$.

We have

$$\frac{(4\pi)^{D/2}(d-\rho D/2)}{L^{d(D-2)/2}} \Sigma' = E \int_1^\infty dt \eta_t e^{-\rho/2} \frac{1}{\tau_t} e^{-z^2 t} \left[ B^p \left( \frac{1}{\eta_t} \right) B^q \left( \frac{r}{\tau_t} \right) - 1 \right]$$

$$+ E \int_1^\infty dt \eta_t e^{-\rho/2} \frac{1}{\tau_t} e^{-z^2 t} \left[ B^p \left( \frac{1}{\eta_t} \right) B^q \left( \frac{r}{\tau_t} \right) - 1 \right]$$

=: $A + B$

where

$$A = \int_1^\infty dt e^{-z^2 t} \int_1^\infty \frac{C}{\tau_t} e^{-q/2} \left[ B^p \left( \frac{r^q}{\eta_t} \right) B^q \left( \frac{r}{\tau_t} \right) - 1 \right]$$

$$= C + \frac{\int_1^\infty dt e^{-z^2 t} \left[ \int_1^\infty \frac{C}{\tau_t} e^{-q/2} \right]}{z^2}$$

with

$$C = r^q \int_1^\infty \frac{dt e^{-z^2 t}}{1/r} \left[ B^p \left( \frac{r^q}{\eta_t} \right) B^q \left( \frac{r}{\tau_t} \right) - 1 \right]$$

$$= r^q \int_1^\infty \frac{dt e^{-z^2 t}}{1/r} \left[ B^p \left( \frac{r^q}{\eta_t} \right) B^q \left( \frac{r}{\tau_t} \right) - 1 \right]$$

$$+ \int_1^\infty \frac{dt e^{-z^2 t}}{1/r} \left[ B^p \left( \frac{r^q}{\eta_t} \right) B^q \left( \frac{r}{\tau_t} \right) - 1 \right]$$

$$= r^q \int_1^\infty \frac{dt e^{-z^2 t}}{1/r} \left[ B^p \left( \frac{r^q}{\eta_t} \right) B^q \left( \frac{r}{\tau_t} \right) - 1 \right]$$

$$+ \int_1^\infty \frac{dt e^{-z^2 t}}{1/r} \left[ B^p \left( \frac{r^q}{\eta_t} \right) B^q \left( \frac{r}{\tau_t} \right) - 1 \right]$$

$$= C + C_2 + C_3 + C_4 + C_5$$

We can extend integrations in $C_1$ and $C_2$, (eventually substitute $B^p(r^q/\eta_t) \to \cdots$
1 in $C_5$), perform integration of $C_4$, to obtain:

$$
C \approx r^{\sigma-q/2} \left\{ \int_0^1 dt e^{-z^2 r^\sigma t} \tau_t^{-q/2} B^p (r^{\sigma/\rho} \eta_t) \left[ B^q \left( \frac{1}{\tau_t} \right) - 1 \right] \\
+ \int_1^{\infty} dt e^{-z^2 r^\sigma t} \left[ B^p (r^{\sigma/\rho} \eta_t) B^q (\tau_t) - 1 \right] \right\}^* \\
+ \int_1^{\infty} dt e^{-z^2 t} \tau_t^{-q/2} [B^p (\eta_t) - 1] + \int_1^{r^\sigma} dt e^{-z^2 \tau_t^{-q/2} + r^{\sigma-q/2} e^{-z^2 r^\sigma} - e^{-z^2}} \frac{e^{-z^2 r^\sigma} - e^{-z^2}}{z^2 r^\sigma}
$$

So

$$
A = -C_{\sigma,q} C_{\rho,p} \int_1^{\infty} dt \frac{t^{-D/2}}{e^{-z^2 t}} + r^{\sigma-1/2} \frac{e^{-z^2 r^\sigma}}{z^2 r^\sigma} + r^{\sigma-q/2} \frac{e^{-z^2}}{z^2 r^\sigma} \\
+ C_{\sigma,q} \int_1^{r^\sigma} dt e^{-z^2 t} \tau_t^{-q/2} + C_{\sigma,q} \int_1^{\infty} dt e^{-z^2 t} \tau_t^{-q/2} [B^p (\eta_t) - 1] + r^{\sigma-q/2} \frac{e^{-z^2}}{z^2 r^\sigma} \int_{1/r(z^2)} \cdots
$$

and

$$
B = C_{\sigma,q} \int_0^1 dt e^{-z^2 t} \eta_t^{-p/2} t^{-q/2} [B^p \left( \frac{1}{\eta_t} \right) - 1] .
$$

Finally

$$
A + B = C_{\sigma,q} \int_1^{r^\sigma} dt e^{-z^2 t} t^{-q/2} - C_{\sigma,q} C_{\rho,p} \int_1^{\infty} dt \frac{t^{-D/2}}{e^{-z^2 t}} \\
+ C_{\sigma,q} \int_1^{\infty} dt e^{-z^2 t} \tau_t^{-q/2} [B^p (\eta_t) - 1] \\
+ C_{\sigma,q} \int_0^1 dt e^{-z^2 t} \eta_t^{-p/2} [B^p (\eta_t^{-1}) - 1] \\
+ r^{\sigma-q/2} \frac{e^{-z^2 r^\sigma}}{z^2 r^\sigma} \\
+ r^{\sigma-q/2} \int_1^{\infty} dt e^{-z^2 r^\sigma t} [B^q (\tau_t) - 1] \\
+ r^{\sigma-q/2} \int_0^1 dt e^{-z^2 r^\sigma t} \tau_t^{-q/2} [B^q (\tau_t^{-1}) - 1] \\
+ r^{\sigma-q/2} \int_0^1 dt e^{-z^2 r^\sigma t} \tau_t^{-q/2} [B^p (r^{\sigma/\rho} \eta_t) - 1] \left[ B^q \left( \frac{1}{\tau_t} \right) - 1 \right]
$$

The last term is always negligible in the limit $r \to \infty$ and will be dropped from now on.

Then we can write the gap equation as

$$(4\pi)^{d+(d-D)/2} (\beta - \beta_0) L^{\rho(D-2)} = -(4\pi)^{d/2} A \varepsilon^{D-2}$$

$$
+ r^{\sigma-q/2} \mathcal{J}_1 (z^2 r^\sigma) + \mathcal{J}_2 (z^2) + C_{\sigma,p} \int_1^{r^\sigma} dt e^{-z^2 t} t^{-q/2}
$$

(A.8)
where $\beta = 1/T$, $\beta_c$ is given in Eq. (3.7), $z = (4\pi)^{-\rho/2}(L^p/\xi_V)$ and

$$J_1(x) := \frac{e^{-x}}{x} + G_{\sigma,q}(x)$$

$$J_2(x) := -C_{\sigma,q}C_{\rho,p} \int_1^\infty dt \ t^{-D/2} e^{-xt} + G_{\rho,p}(x)$$

(A.9)

where

$$G_{\sigma,q}(x) := \int_1^\infty dt \ e^{-xt} [B^q (\tau_1) - 1] + \int_1^1 dt \ e^{-xt} \tau^{-q/2} [B^q (\tau_1^{-1}) - 1]$$

$$= \int_0^\infty dt \ e^{-xt} \tau^{-q/2} [B^q (\tau_1^{-1}) - 1] + \int_1^\infty e^{-xt} (\tau^{-q/2} - 1) dt$$

$$= \int_0^\infty dt \Psi_\sigma(x) t^{-q/2} \left[ B^q (t^{-1/\sigma}) - 1 \right] + C_{\sigma,q} \int_1^\infty e^{-xt} t^{-q/2} dt - \frac{e^{-x}}{x}$$

and $\Psi_\sigma(x) := E[e^{-\tau_1^{-\sigma} x \tau_1^{-\sigma}}]$. The function $\Psi_\sigma(x)$ has the following asymptotic behaviours if $0 < \sigma < 1$:

$$\Psi_\sigma(x) \sim x^{-2} \quad \text{for } x \to +\infty$$

and

$$\Psi_\sigma(x) \sim x^{-1} \exp \left( -C x^{-1/(1-\sigma)} \right) \quad \text{for } x \to 0^+$$

for some positive constant $C$, while $\Psi_1(x) = e^{-x}$.

Note that when $z^2 r^\sigma$ is constant (for $r \to \infty$) and $q/\sigma < 2$ we get:

$$J_1(r^\sigma z^2 + r^q/\sigma) C_{\sigma,p} \int_1^r dt \ e^{-z^2 t^{-q/2\sigma}}$$

$$= \int_0^\infty dt \Psi_\sigma(r^\sigma z^2 t^{-q/2\sigma} B^q (t^{-1/\sigma}) - 1) + C_{\sigma,q} \int_1^\infty e^{-r^\sigma z^2 t^{-q/2\sigma}} dt$$

$$= \int_0^\infty dt \Psi_\sigma(r^\sigma z^2 t^{-q/2\sigma} B^q (t^{-1/\sigma}) + C_{\sigma,q} \int_0^{1/r^\sigma} e^{-r^\sigma z^2 t^{-q/2\sigma}} dt$$

$$\approx \int_0^\infty dt \Psi_\sigma(r^\sigma z^2 t^{-q/2\sigma} B^q (t^{-1/\sigma})).$$

and this corresponds to the FSS function of the $q$ dimensional system. In the case $q/\sigma \geq 2$ we have simply (see sec. 3.4):

$$J_1(z^2 r^\sigma) - C_{\sigma,p} \int_1^\infty e^{-r^\sigma z^2 t^{-q/2\sigma}} dt$$

$$= \int_0^\infty dt \Psi_\sigma(r^\sigma z^2 t^{-q/2\sigma} B^q (t^{-1/\sigma}) - 1).$$
Appendix B

Raw data from simulations

Here we collect all the relevant quantities we measured in MC simulations.
<table>
<thead>
<tr>
<th>$\xi$</th>
<th>$L$</th>
<th>$\zeta$</th>
<th>$\chi$</th>
<th>$A$</th>
<th>$m$</th>
<th>$g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>16</td>
<td>1.6091(18)</td>
<td>0.24604(40)</td>
<td>0.51892(73)</td>
<td>0.1947(80)</td>
<td>1.0593(65)</td>
</tr>
<tr>
<td>46</td>
<td>18</td>
<td>1.6091(19)</td>
<td>11.782(13)</td>
<td>0.24533(42)</td>
<td>0.10622(60)</td>
<td>0.1499(76)</td>
</tr>
<tr>
<td>64</td>
<td>20</td>
<td>1.7468(24)</td>
<td>12.577(15)</td>
<td>0.24312(52)</td>
<td>0.08852(75)</td>
<td>0.1135(89)</td>
</tr>
<tr>
<td>88</td>
<td>22</td>
<td>1.7952(23)</td>
<td>13.221(16)</td>
<td>0.24375(45)</td>
<td>0.07364(85)</td>
<td>0.0835(94)</td>
</tr>
<tr>
<td>110</td>
<td>24</td>
<td>1.8205(27)</td>
<td>13.731(17)</td>
<td>0.24375(55)</td>
<td>0.06419(90)</td>
<td>0.0663(11)</td>
</tr>
<tr>
<td>168</td>
<td>28</td>
<td>1.8838(33)</td>
<td>14.568(22)</td>
<td>0.24359(60)</td>
<td>0.04452(37)</td>
<td>0.0416(11)</td>
</tr>
<tr>
<td>262</td>
<td>32</td>
<td>1.9130(38)</td>
<td>15.109(23)</td>
<td>0.24221(70)</td>
<td>0.03768(30)</td>
<td>0.0277(11)</td>
</tr>
<tr>
<td>373</td>
<td>36</td>
<td>1.9330(50)</td>
<td>15.481(28)</td>
<td>0.24155(93)</td>
<td>0.03018(27)</td>
<td>0.0167(13)</td>
</tr>
<tr>
<td>512</td>
<td>40</td>
<td>1.9589(64)</td>
<td>15.839(38)</td>
<td>0.24323(12)</td>
<td>0.02460(29)</td>
<td>0.0089(24)</td>
</tr>
<tr>
<td>820</td>
<td>64</td>
<td>1.5826(17)</td>
<td>14.213(14)</td>
<td>0.23588(99)</td>
<td>0.14532(74)</td>
<td>0.2360(72)</td>
</tr>
<tr>
<td>164</td>
<td>24</td>
<td>1.9385(20)</td>
<td>14.498(19)</td>
<td>0.25235(37)</td>
<td>0.12065(71)</td>
<td>0.2041(84)</td>
</tr>
<tr>
<td>246</td>
<td>34</td>
<td>2.3740(10)</td>
<td>15.313(19)</td>
<td>0.25189(49)</td>
<td>0.10128(61)</td>
<td>0.1586(72)</td>
</tr>
<tr>
<td>373</td>
<td>56</td>
<td>2.9000(40)</td>
<td>20.315(35)</td>
<td>0.25015(56)</td>
<td>0.08441(10)</td>
<td>0.0447(12)</td>
</tr>
<tr>
<td>512</td>
<td>60</td>
<td>2.3514(19)</td>
<td>22.110(44)</td>
<td>0.25016(66)</td>
<td>0.03602(28)</td>
<td>0.0285(14)</td>
</tr>
<tr>
<td>542</td>
<td>70</td>
<td>2.3871(14)</td>
<td>22.841(40)</td>
<td>0.2494(21)</td>
<td>0.02963(61)</td>
<td>0.0165(55)</td>
</tr>
</tbody>
</table>

Table B.1: Observables for $S_2$ geometries.
<table>
<thead>
<tr>
<th>$L_{e}$</th>
<th>$L_{e}$</th>
<th>$\xi_{e}$</th>
<th>$\Lambda_{e}$</th>
<th>$m_{e}$</th>
<th>$m_{e}$</th>
<th>$\rho_{e}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>16</td>
<td>2.395(28)</td>
<td>21.382(47)</td>
<td>0.26865(40)</td>
<td>0.18754(45)</td>
<td>0.42168(40)</td>
</tr>
<tr>
<td>46</td>
<td>18</td>
<td>2.688(22)</td>
<td>26.803(21)</td>
<td>0.26983(48)</td>
<td>0.16882(77)</td>
<td>0.39503(46)</td>
</tr>
<tr>
<td>64</td>
<td>20</td>
<td>2.960(13)</td>
<td>32.506(27)</td>
<td>0.27044(27)</td>
<td>0.14526(79)</td>
<td>0.39797(77)</td>
</tr>
<tr>
<td>88</td>
<td>22</td>
<td>3.244(13)</td>
<td>39.005(63)</td>
<td>0.26975(63)</td>
<td>0.12933(12)</td>
<td>0.39909(14)</td>
</tr>
<tr>
<td>110</td>
<td>24</td>
<td>3.486(24)</td>
<td>45.343(50)</td>
<td>0.26949(23)</td>
<td>0.13671(53)</td>
<td>0.32136(56)</td>
</tr>
<tr>
<td>168</td>
<td>28</td>
<td>3.956(14)</td>
<td>57.730(44)</td>
<td>0.27161(28)</td>
<td>0.10041(81)</td>
<td>0.2803(11)</td>
</tr>
<tr>
<td>262</td>
<td>32</td>
<td>4.376(18)</td>
<td>71.31(12)</td>
<td>0.27193(69)</td>
<td>0.08327(82)</td>
<td>0.2452(15)</td>
</tr>
<tr>
<td>373</td>
<td>36</td>
<td>4.783(81)</td>
<td>84.43(20)</td>
<td>0.27303(61)</td>
<td>0.07138(92)</td>
<td>0.2109(18)</td>
</tr>
<tr>
<td>512</td>
<td>40</td>
<td>5.112(12)</td>
<td>96.54(34)</td>
<td>0.27073(41)</td>
<td>0.06163(12)</td>
<td>0.1706(23)</td>
</tr>
</tbody>
</table>

Table B.2: Observables for $S_{2}$ geometries (continued).
<table>
<thead>
<tr>
<th>$L_j$</th>
<th>$L$</th>
<th>$\xi$</th>
<th>$\chi$</th>
<th>$A$</th>
<th>$m$</th>
<th>$p$</th>
<th>$\xi_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>10</td>
<td>1.444(19)</td>
<td>9.882(14)</td>
<td>0.248(3)</td>
<td>0.2189(3)</td>
<td>0.1226(18)</td>
<td>1.791(69)</td>
</tr>
<tr>
<td>34</td>
<td>18</td>
<td>1.495(20)</td>
<td>9.470(10)</td>
<td>0.236(4)</td>
<td>0.1131(62)</td>
<td>0.1425(87)</td>
<td>1.606(72)</td>
</tr>
<tr>
<td>42</td>
<td>20</td>
<td>1.539(24)</td>
<td>9.967(12)</td>
<td>0.235(7)</td>
<td>0.09738(62)</td>
<td>0.1151(10)</td>
<td>2.068(93)</td>
</tr>
<tr>
<td>51</td>
<td>22</td>
<td>1.559(24)</td>
<td>10.346(13)</td>
<td>0.234(9)</td>
<td>0.08565(57)</td>
<td>0.09695(96)</td>
<td>2.586(89)</td>
</tr>
<tr>
<td>61</td>
<td>24</td>
<td>1.589(28)</td>
<td>10.710(13)</td>
<td>0.235(7)</td>
<td>0.07619(48)</td>
<td>0.07837(97)</td>
<td>3.145(11)</td>
</tr>
<tr>
<td>72</td>
<td>26</td>
<td>1.604(11)</td>
<td>10.940(16)</td>
<td>0.235(9)</td>
<td>0.06804(50)</td>
<td>0.0652(13)</td>
<td>3.734(12)</td>
</tr>
<tr>
<td>83</td>
<td>28</td>
<td>1.622(18)</td>
<td>11.176(17)</td>
<td>0.235(7)</td>
<td>0.06164(47)</td>
<td>0.0546(11)</td>
<td>4.384(13)</td>
</tr>
<tr>
<td>96</td>
<td>30</td>
<td>1.633(37)</td>
<td>11.347(19)</td>
<td>0.235(10)</td>
<td>0.05579(48)</td>
<td>0.0454(11)</td>
<td>5.042(12)</td>
</tr>
<tr>
<td>109</td>
<td>32</td>
<td>1.634(36)</td>
<td>11.482(15)</td>
<td>0.2326(84)</td>
<td>0.05991(35)</td>
<td>0.0440(13)</td>
<td>5.696(17)</td>
</tr>
<tr>
<td>123</td>
<td>34</td>
<td>1.652(40)</td>
<td>11.654(19)</td>
<td>0.2342(84)</td>
<td>0.04686(40)</td>
<td>0.0327(12)</td>
<td>6.392(17)</td>
</tr>
<tr>
<td>138</td>
<td>36</td>
<td>1.652(43)</td>
<td>11.713(19)</td>
<td>0.2304(95)</td>
<td>0.04313(35)</td>
<td>0.0289(11)</td>
<td>7.156(20)</td>
</tr>
</tbody>
</table>

Table B.3: Observables for $S_1$ geometries.
<table>
<thead>
<tr>
<th>$\xi_1$</th>
<th>$\xi_2$</th>
<th>$\xi$</th>
<th>$\lambda$</th>
<th>$m$</th>
<th>$\eta$</th>
<th>$\xi_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>14</td>
<td>2.0280(19)</td>
<td>15.377(14)</td>
<td>0.26695(37)</td>
<td>0.21562(11)</td>
<td>0.43514(58)</td>
</tr>
<tr>
<td>27</td>
<td>16</td>
<td>2.0531(18)</td>
<td>19.086(17)</td>
<td>0.26741(34)</td>
<td>0.19298(89)</td>
<td>0.41877(54)</td>
</tr>
<tr>
<td>34</td>
<td>18</td>
<td>2.4703(21)</td>
<td>22.777(27)</td>
<td>0.26815(34)</td>
<td>0.17670(89)</td>
<td>0.40005(53)</td>
</tr>
<tr>
<td>41</td>
<td>20</td>
<td>3.0805(28)</td>
<td>26.667(28)</td>
<td>0.26944(38)</td>
<td>0.16308(93)</td>
<td>0.39077(56)</td>
</tr>
<tr>
<td>51</td>
<td>22</td>
<td>2.8694(26)</td>
<td>30.587(30)</td>
<td>0.26919(36)</td>
<td>0.15078(81)</td>
<td>0.37077(59)</td>
</tr>
<tr>
<td>61</td>
<td>24</td>
<td>3.0660(37)</td>
<td>34.732(45)</td>
<td>0.27065(43)</td>
<td>0.14052(99)</td>
<td>0.35282(71)</td>
</tr>
<tr>
<td>72</td>
<td>26</td>
<td>3.2300(35)</td>
<td>38.708(50)</td>
<td>0.26896(37)</td>
<td>0.13098(92)</td>
<td>0.33588(81)</td>
</tr>
<tr>
<td>83</td>
<td>28</td>
<td>3.3983(42)</td>
<td>42.685(62)</td>
<td>0.27054(41)</td>
<td>0.12358(97)</td>
<td>0.32456(88)</td>
</tr>
<tr>
<td>96</td>
<td>30</td>
<td>3.5562(51)</td>
<td>46.757(50)</td>
<td>0.27085(42)</td>
<td>0.11575(12)</td>
<td>0.31052(84)</td>
</tr>
<tr>
<td>109</td>
<td>32</td>
<td>3.6914(63)</td>
<td>50.44(11)</td>
<td>0.27107(46)</td>
<td>0.10908(13)</td>
<td>0.2965(11)</td>
</tr>
<tr>
<td>123</td>
<td>34</td>
<td>3.8308(70)</td>
<td>54.21(14)</td>
<td>0.27106(42)</td>
<td>0.10316(14)</td>
<td>0.2835(14)</td>
</tr>
<tr>
<td>136</td>
<td>36</td>
<td>3.9678(77)</td>
<td>57.72(17)</td>
<td>0.27068(48)</td>
<td>0.09757(13)</td>
<td>0.27015(48)</td>
</tr>
<tr>
<td>154</td>
<td>38</td>
<td>4.0672(88)</td>
<td>61.27(21)</td>
<td>0.26999(54)</td>
<td>0.09246(13)</td>
<td>0.2556(15)</td>
</tr>
<tr>
<td>170</td>
<td>40</td>
<td>4.1807(92)</td>
<td>64.69(19)</td>
<td>0.27108(53)</td>
<td>0.08802(14)</td>
<td>0.2436(16)</td>
</tr>
<tr>
<td>188</td>
<td>42</td>
<td>4.2787(91)</td>
<td>67.99(21)</td>
<td>0.27040(47)</td>
<td>0.08386(15)</td>
<td>0.2331(18)</td>
</tr>
<tr>
<td>206</td>
<td>44</td>
<td>4.3802(11)</td>
<td>71.10(25)</td>
<td>0.26965(59)</td>
<td>0.07980(15)</td>
<td>0.2215(19)</td>
</tr>
<tr>
<td>225</td>
<td>46</td>
<td>4.4812(12)</td>
<td>74.30(25)</td>
<td>0.27012(57)</td>
<td>0.07626(20)</td>
<td>0.2111(20)</td>
</tr>
<tr>
<td>245</td>
<td>48</td>
<td>4.5977(19)</td>
<td>77.59(41)</td>
<td>0.27230(87)</td>
<td>0.07305(20)</td>
<td>0.2012(20)</td>
</tr>
</tbody>
</table>

Table B.4: Observables for $S_1$ geometries (continued).
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