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Abstract

In the present work we discuss some connections between Combinatorial optimization and Statis-
tical physics. In particular, we analyze the so-called Fuclidean bipartite matching problem, i.e.,
the matching problem between two different sets of points on an Euclidean domain. We consider
the random version of the problem, where the points are independently and identically distributed
according to a given probability distribution density. The presence of both randomness and Eu-
clidean constraints makes the study of the average properties of the solution highly non trivial.
We first summarize some known results about both matching problems in general and Euclidean
matching problems in particular. We provide a complete and general solution for the one dimen-
sional problem in the case of convex cost functional. Moreover, we propose an ansatz for the average
optimal matching cost in the quadratic case, obtaining both an analytical expression for the finite
size corrections in any dimension d > 3, and the correlation functions in the thermodynamical
limit. Finally, we provide, using a functional approach, a general recipe for the computation of the
correlation function of the optimal matching in any dimension and on a generic domain.
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CHAPTER 1

SUPERVISOR’S FOREWORD

The Euclidean Matching Problem is a particular combinatorial optimization problem traditionally
considered in the realm of computer science and mathematics.

When, instead of a given instance of an optimization problem, a whole class of problems is
considered, according to a suitable probability distribution, methods, ideas and powerful mathe-
matical tools that physicists have developed in the context of statistical mechanics of systems with
frustration and disorder can be applied and have been shown to be very effective also in this area.

For example, the Random Assignment Problem, in which the costs associated to each couple are
uncorrelated and identically distributed random variables, has been deeply understood in this way.
Its solution represents a sort of mean field approximation for the case, as the one studied here,
where correlations are present, for example, because of the geometry of the underlying ambient
space.

In this thesis, among other results, a new elegant method is introduced to study the effects of
these correlations. It is amusing to discover that a field theory in the continuum is of help to
study the asymptotic properties of a discrete number of points in the limit in which this number
becomes very large. And the relevant continuum field theory is similar to a reduced version of
electromagnetism in which the role of the Gauss law as a constraint is replaced by a transport
condition.

Such a similarity allows to study not only the average optimal cost but also the correlation
function, under very general conditions, for any distribution of points in Euclidean space (of any
dimension). Deep relations among discrete optimization problems, variational methods in the
continuum, probability theory, statistical mechanics of disordered systems, classical field theory
are put into evidence in this work. So that readers from different background can find useful
inspirations to enlarge their view-point.

Sergio Caracciolo
Universita degli Studi di Milano
May 2016, Milan, Italy
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CHAPTER 2

INTRODUCTION

In 1781 Gaspard Monge (1746-1818), published his Mémoire sur la théorie des déblais at des
remblais [14], where he discussed the following, very simple, problem.

“Let us suppose that we have a certain number of mines and the same number of
deposits. We want to associate each mine to one deposit only (where the production of
the considered mine will be transported and stored). How can we perform this matching
in such a way that the total transport cost is minimum?”

Monge made the quite natural assumption that the transport cost from a certain mine to a certain
deposit is a given function of the distance between the mine and the deposit themselves. The
positions of the mines and of the deposits are supposed assigned and therefore the problem is
fixed in all its details. However the problem of finding an optimal matching between mines and
deposits, e.g. given their positions on a chart, is simple in its formulation, but quite difficult to
solve. Indeed, if the number of mines is IV, we have N! ways to match mines and deposits and
we have to select the cheapest one among them. It is evident that, if IV is quite large, a brute
force approach is not feasible. Even if we are able to compute the cost of a matching in, let us say,
1072 seconds, for N = 20 the computation of the cost of all configurations requires 7.7 - 107 years.
It is clear therefore that a smarter approach is needed. Only in 1955" Harold Kuhn proposed an
algorithm, called Hungarian algorithm, that is able to solve the problem in a computation time
that scales as N3 in the size N of the original problem [9]. The Hungarian algorithm proves that
the problem is in the so called P computational complexity class, but still the required computation
time grows quite rapidly as IV increases.

At the time of Monge, the idea of an algorithmic solution for the matching problem was in-
teresting by itself, but of no practical use, due to the lack of computational resources. Monge
therefore reformulated the problem in a “continuum” version, in which the matching between
points of different types was replaced by a transport map between two different measures on the
same domain. This map had to minimize a certain cost functional. In measure theory this prob-
lem is called optimal transport problem. The original combinatorial problem took therefore the
new form of an interesting problem, at the edge between measure theory and geometry, and it
started to be extensively analyzed by mathematicians working on these topics. In 1938, Leonid
V. Kantorovi¢ (1912-1986) proposed a new (dual) reformulation of the transport problem, that is
now of paramount importance in measure theory, economics and linear programming and led him
to the Nobel prize in Economics in 1975. During the last decades the interest in the theory of
optimal transport has increased exponentially in the mathematical community, due to the results
of Luigi Ambrosio, Luis Caffarelli, Alessio Figalli, Cédric Villani and others on the existence and
the properties of optimal transport maps (see the recent review paper of Bogachev and Kolesnikov
[1] and the monograph by Villani [15]).

Both the previous approaches (the continuum one and the combinatorial one) assume that no
disorder or randomness is present in the problem (the point positions or the measures are supposed
given). When we find the optimal matching between the two sets of points or the optimal map
between the two measures, the problem is solved. But we can consider the problem under a
different point of view. Let us suppose, for example, that we have two sets of random points on
a certain domain and that we ask for the optimal matching between them in such a way that a

1Remarkably, in 2006 it has been discovered that the problem had been solved by Carl Gustav Jacobi [8]. His
work was published in 1890 in Latin, but was ignored at the time.
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certain functional is minimized. The specific solution in this case is not of great interest. More
interestingly, we may ask for the average properties of the optimal matching. This new problem,
called in this version random (or stochastic) Fuclidean matching problem, is not trivial at all.
Indeed, correlation among the distances is present, due to the Euclidean constraints. Marc Mézard
and Giorgio Parisi treated the Euclidean matching problem in a set of papers published between
1985 and 1988 [10-13]. They considered the so called random assignment problem as first order
approximation. In the random assignment problem, the distances between points are supposed
totally uncorrelated. The random assignment problem is therefore a sort of mean field model of
the Euclidean problem. Subsequently, they introduced correlations as corrections to the mean
field results, sketching the complete computation, that requires an infinite number of steps. Their
results are remarkable for different important reasons. First, they were able to give a complete
solution of the purely random case, obtaining the correct average optimal cost and its distribution.
Second, their results were obtained using statistical physics techniques developed for the study of
disordered systems. Their approach was therefore not rigorous, but the results were completely
confirmed sixteen years later with rigorous probability arguments, inspired again by the theory
of disorderd systems. They showed therefore that the statistical physics methods are extremely
powerful to treat combinatorial problems in the presence of randomness.

In the present thesis we overview the main results obtained on the Euclidean matching problem
in the last fifty years and we present the results of our investigation on this subject. The material
is organized as follows.

In Chapter 3 and Chapter 4 we briefly review optimization theory and some basic results of
physics of disordered systems. From one hand, the availability, in the last decades, of powerful
computational resources encouraged the development of efficient algorithms to solve difficult op-
timization problems on graphs. On the other hand, dating back to the work of Edwards and
Anderson [7] on spin glasses, the physics of disordered systems developed a pletora of powerful
techniques with an impressive impact in many scientific fields and in particular in combinatorial
optimization.

In Chapter 5 we deal with the main subject of the thesis, the Euclidean matching problem. We
follow very different approaches, each one of them able to provide an insight on the problem and
its peculiarities. In particular:

e we solve the one dimensional matching problem with convex cost using measure theory ar-
guments and showing that, in the thermodynamical limit, the solution of the problem is
equivalent to a Brownian bridge process [3], as first pointed out by Boniolo, Caracciolo, and
Sportiello [2];

e we propose an ansatz for the optimal cost in any dimension, obtaining a precise analytical
prediction for its scaling respect to the system size and for the finite size corrections to the
average optimal cost [6];

e we compute the correlation function in any dimension for the optimal transport map in the
thermodynamical limit, using both a generalization of the previous ansatz and a functional
argument that provides a recipe for a very general case [4, 5];

e we develope the computation of Mézard and Parisi for the corrections to the mean field
approximation of the Euclidean matching problem.

The previous results have been partially obtained in collaboration with Carlo Lucibello and Giorgio
Parisi, from University “Sapienza” in Rome.

January 2015, Pisa, Italy
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CHAPTER 3

(GRAPHS AND OPTIMIZATION

3.1. GRAPH THEORY

The matching problem is an important combinatorial problem defined on a graph. Graphs pro-
vide very often a pictorial representation of the mathematical structure underlying combinatorial
optimization problems. On the other hand, graph theory is by itself rich of elegant results that
can give us useful insights on many combinatorial and physical problems. For these reasons, we
present here a very short introduction to the basic definitions and results of graph theory. We will
refer mostly to the standard textbook of Diestel [3].

3.1.1. FUNDAMENTAL DEFINITIONS

A graph G = Graph(7/;8) is a pair of sets (7', €) such that € C ¥ X ¥. The elements of U are
called vertices (or nodes), whilst the elements of € are usually called edges. We will denote by
V = |7| the number of elements of ¥ (V is sometimes called order of G) and we will suppose
always that V' € IN is finite, unless otherwise specified. Moreover, given a vertex v and an edge
e, we say that v is incident with e if v € e. In this case e is an edge at v and we will write
e — v. We will call €(v) the set of edges at v and |€(v)| the degree of v. We say that u,v € V
are adjacent if (u,v) € E; we will denote by Qv the set of adjacent vertices to v. We define the
complete graph Ky as the graph with V' vertices in which each vertex is adjacent to all the others.

Two graphs G = Graph(7;¥€) and ¢ = Graph(¥';€’) are isomorphic, or G ~ G, if a
bijection ¢: ¥ — V"’ exists such that (u,v) € € < (p(u), p(v)) € €. Finally, given two graphs
G = Graph(7;%6) and G’ = Graph(7';€’), if ¥ C V' and € C €, than we say that G is a
subgraph of G’ and G’ is a supergraph of G: in symbols, G C G'. We say that G is a spanning
subgraph of G’ if and only if ¥ = ¥”’, see Fig. 3.1.1a. A directed graph (or digraph) is a graph
in which we assign an initial verter and a terminal vertex to each edge in the edge set, see
Fig. 3.1.1b. In digraphs edges are ordered couples of vertices. In particular, if the vertex u and

1In the present work, given a set A of N € IN elements, we will use the notation |A| = N for the cardinality of
the set.

(o) Example, in bold, of (B) Directed graph with a (c) The Petersen’s graph
spanning subgraph (in this loop. with a vertex cover (in
case, a tree) of a given blue) and an edge cover (in
graph. red).

FIGURE 3.1.1.: Three examples of graphs.
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the vertex v are respectively the initial vertex and the terminal vertex of the edge (u,v), we write

€= (u,v).

In a digraph, an edge in which the initial vertex and terminal vertex coincide is called loop.

A vertex cover of G is a subset of ¥ such that any edge of G has at least one endpoint in it. The
vertex covering number cy(G) is the smallest possible size of a vertex cover of G. Similarly, an
edge cover of G is a subset of € such that any vertex of G is the endpoint of at least one element
in it. The edge covering number cg(G) is the smallest possible size of an edge cover of G (see
Fig. 3.1.1c).

Given two graphs G = Graph(7;6) and G’ = Graph(7';€’) with the same vertex set V', we
define

GAG = Graph(Tgae; AE'), (3.1.1)

where

EAE = (BUE)\ (8NE)

is the symmetric difference between the two edge sets and Tgag is the set of the vertices that are
ends for the edges in € AE’.

A certain graph G = Graph(7'; €) can be represented also by a V' X F matrix, called incidence
matriz, B := (b;;);; in such a way that

1 ifw; € €;
= 1.2
iy { 0 otherwise. (3.12)

Similarly, we introduce the more commonly used V' x V' adjacency matriz A == (a;;);j, such that

1 if ('l}i71)j) €é
ij = . 3.1.3
g {0 otherwise. ( )

An undirected graph has a symmetric adjacency matrix, and, therefore, A has a real spectrum,
called spectrum of G. A weighted graph is a graph in which we associate a certain function
w: € — R to the graph itself. Given an edge e € 6, we say that w(e) is the weight of e. For a
given weighted graph G, we can introduce the weighted adjacency matriz as W = (w(e;j)ai;)ij.

3.1.2. PATHS, FORESTS AND MULTIPARTITE GRAPHS

A path P = Graph(7;%p) in a graph G is a particular subgraph P C G such that T =
{vo, ..., v} is a set of distinct vertices and the edge set is given by

G = {(UO,Ul); (1}1,112), ceey (kalavk)}‘

We say that the path links vy and vg and has length k. A graph G is connected if, for any couple
of vertices v, u € V', there exists a path in G linking them. The length §(v, u) of the shortest path
linking two vertices u and v of G is called distance of u and v on G. The diameter of a graph
diam(G) is given by
diam(G) = max é(u, v). (3.1.4)
U,v

If the graph G is not connected then, by definition, diam(G) = +00. Any graph can be expressed
as union of maximal connected subgraphs, called components, and a connected graph is a graph
with only one component. Given a connected graph G = Graph(%7/;§), the subset X C ¥ U6
is said to be a separating set if G’ = Graph(% \ L; € \ X) is not connected. If &L contains only
a single vertex, the vertex is said a cutvertex. Similarly if X contains one edge, we say that the
selected edge is a bridge. A graph is called separable if it is not connected or has a cutvertex. In
particular, we will call biconnected a connected graph with no cutvertices.

For k > 3, a cycle C = Graph(7;%c) in a graph G is a subgraph C C G such that T =
{vo,...,vp—1} is a set of distinct vertices and

€c = {(vo,v1), (v1,v2), ..., (Vk—2,Vk—1), (Vk—1,v0)}, (3.1.5)

see Fig. 3.1.2a. We say that such a cycle has length k. The minimum length of a cycle contained
in a certain graph G is called girth of G, whilst the maximum length is called circumference of
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Wty

A) Path (in red) and cycle (B) Example of hypergraph (c) Forest composed by
(in blue) in a graph. with two 3-hyperedges and two trees. Leaves are col-
one 4-hyperedge. ored in green.

FIGURE 3.1.2.: Examples of paths, cycles, separable graphs, trees and forests.

G. A Hamiltonian path in a graph is a path traversing all vertices of the graph exactly once. A
Hamiltonian path that is a cycle is called Hamiltonian cycle. Similarly, an Eulerian path in a
graph is a path traversing all edges of the graph exactly once, whereas an Eulerian path that is a
cycle is called Fulerian cycle

Clearly, not all graphs contain cycles: an acyclic graph is called forest, a connected forest is
called tree. A non-trivial forest (i.e., a forest with |€| # 0) has always 1-degree vertices, called
leaves, see Fig. 3.1.2c. Given a tree, sometimes a specific vertex is considered special and called
root of the tree. With reference to the root, we define the height of a vertex as the distance of the
vertex itself from the root.

A graph G = Graph(7/; €) is called g-partite (or, less precisely, multipartite) if we can partition
¥ into q subsets (or classes),

q
V=%, VNV =0fori#j,

=1

in such a way that every edge in € connects vertices in different classes. We will denote such a
graph as G = Graph(74,...,%,;€). A g-partite graph is called complete if, given two vertices in
two different classes, there exists an edge connecting them. We will denote the complete g-partite
graph by Ky, v, Vi = |7;|. If ¢ = 2 a multipartite graph is called bipartite. Bipartite graphs
have the characterizing property of having no odd cycles.

3.1.3. EULER’S FORMULA AND PLANAR GRAPHS

Let us consider now the set Sg of the spanning subgraphs of a given graph G = Graph(7';€). The
set Sg contains the set 8§ of the Eulerian subgraphs, i.e., the subgraphs containing a cycle such
that each edge of the subgraph is used only once. This space has the peculiar property of being
closed under the symmetric difference operation /A. In other words, if Gy € Sg and Gg € SéE, then
G1AGy € Sé“: The dimension of S(];: respect to the operation A is called cyclomatic number L of
the graph G. Indeed, L is the number of cycles in G that cannot be obtained by other subgraphs
through symmetric difference. These cycles are called independent cycles and play a role of a
“basis” in the space of Eulerian subgraphs. Let us call £(G) the set of independent cycles. If a
graph G has Kk components, then the following general Euler’s formula can be proved:

V+L=E+k. (3.1.6)

The relation above is particularly easy to apply for planar graphs. Planar graphs are graph that
can be embedded (i.e., drawn) in the surface of a sphere in such a way that no edge crossing
appears. If such embedding is considered, we can immediately recognize F' cycles on the sphere,
called faces. Each face is characterized by a simple property, i.e., it divides the sphere into two
regions in such a way that in one of them there is no paths having both endpoints on the face itself.
The cyclomatic number is then recovered as L = F' — 1.
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FIGURE 3.1.3.: On the left, complete graph Kg and an example of perfect matching on it. On the right, complete
bipartite graph K4 4 and an example of perfect bipartite matching on it.

3.1.4. HYPERGRAPHS

In an hypergraph G = HyperGr(%/'; €) with vertex set V', an edge e € € can connect more than
two vertices, see Fig. 3.1.2b. If the edge e connects k vertices, we say that e is a k-hyperedge and we
write |e| = k. We say that a walk on the hypergraph is an ordered sequence (vg, €1, V1, . . . , €p, Up),
{viti=o,..p €V, {€i}i=1,...p € E. A path is a walk in which all vertices and all edges are distinct
respectively. A cycle is a path having p > 2 and vo = v,. An hypergraph is connected if, given
two distinct vertices v,u € U, there exists a walk connecting them. Remarkably, the following
generalization of the Euler’s formula holds for an hypergraph with £ connected components [1]

dlel-E-V+r>0, (3.1.7)
ecE

where, as usual, £ = |€| and V = |7/|.

3.1.5. MATCHINGS ON GRAPHS

We can finally introduce the main concept of this dissertation. We say that M = Graph(74; €y) C
G = Graph(7/;€) is a matching of size |€y| in G if, given two edges in M, they have no vertex
in common, see Fig. 3.1.3. The size of the largest matching (mazimum matching) in G, m(G), is
called matching number of G. If Uy = TV we say that M is perfect. The following fundamental
result, proved in 1931 by Dénes Kénig, holds.

Theorem 3.1.1 (Kénig’s minimax theorem). Let G be a bipartite graph. Then
cv (G) = m(G). (3.1.8)
In 1935, Philip Hall proposed an equivalent formulation of the theorem above.
Theorem 3.1.2 (Hall’s theorem). A bipartite graph G has a matching if and only if

U 0=

zEX

> |2], VI C . (3.1.9)

In the following we will denote by JgX = |J Oz, where the subscript G stress the fact that

we refer to the topology of G.

zeX

Corollary 3.1.3 (Marriage theorem). Let G = Graph(74,7s;€) be a bipartite graph. Then
G admits a perfect matching if and only if the property in Eq. (3.1.9) holds and moreover

Th| = |74. (3.1.10)

If |71] = |72 = V, numbering separately the vertices of each class in the graph, a perfect
matching can be expressed as a permutation of V' elements. For a proof of the previous statements,
see [9]. Given a matching M on G and a path P C G, we say that the path P is M-alternating if the
edges of P are alternately in and not in M.

10
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3.2. OPTIMIZATION PROBLEMS

In the previous Section we have discussed some fundamental definitions about graphs. Graphs
provides very often a mathematical representation of combinatorial problems and, in particular,
many combinatorial problems can be described in terms of concepts introduced in graph theory.
To proceed further, let us first introduce the definition of optimization problem [13].

An instance of an optimization problem is a couple of mathematical elements, i.e., a space of
feasible solutions F # () and a cost function

6:F — R. (3.2.1)
The target is to find the globally optimal solution, i.e. an element x, € F such that
Blz,] = 211619571(6[:3] (3.2.2)

The set of all instances of a certain optimization problem is, by definition, the optimization problem
itself. Observe that the cardinality of F was not specified and the existence of x, is, a priori, not
guaranteed.

LINEAR OPTIMIZATION PROBLEMS To exemplify the given definitions, let us briefly discuss
here the important class of linear optimization problems [13]. A linear optimization problem can
be stated as follows: let us consider an n X m matrix of integers A = (a;;);;, a vector of m integers
b € Z™ and a vector of n integers ¢ € Z™. We want to find a vector X = (X;);=1,..n € (RT)"
such that

z:=cT-X =mincT-x (3.2.3)
XEF
on a certain non-empty space F of feasible solutions, defined as follows
F={x=(21,...,3,) e R")": A-x=b} £0. (3.2.4)

The linear optimisation problem, when stated in the previous form, is said to be in a standard form.
To have a solution of our optimization problem it is necessary that
n — rank [A] > 0 (otherwise no point satisfies all the constraints).

We require therefore for simplicity that rank[A] = m < n. In
the space R™ ™™, the constraint condition A - x = b, with the
additional constraints 2; > 0 Vi = 1,...,n, delimits an (n —m)-

dimensional convex polytope.

3.2.1. COMBINATORIAL OPTIMIZATION

Combinatorial optimization deals with optimization problems in
which the cardinality of F is finite for all instances, |%| € IN. In
this case the problem has always at least one solution. However,
in many cases the number of feasible solution is extremely large,
and a brute-force approach is computationally unfeasible. To bet-
ter exemplify these aspects, let us discuss some relevant (classical) Ficure 3.2.1.: An example of 3-
combinatorial optimization problems in more details. dimensional convex polytope.

THE TRAVELLING SALESMAN PROBLEM In the Travelling
Salesman Problem (TSP) a complete graph Ky = Graph(7; €)
is given with a weight function w: € — R, in such a way that
a weight w(e) € R™ is associated to each edge e of the graph. In the TSP, the space F is given
by all possible closed paths h = Graph(%4; ) passing only once through each vertex. In other
words, the the space of feasible solution in the TSP is the set of Hamiltonian cycle on K. The

cost function is given by
€ ] =Y w(e). (3.2.5)
ecé,
A similar formulation of the problem can be given on a generic (connected) graph G. Observe

that, working on Ky, |F| = w Therefore the direct inspection of the solution by computing
all possible values of the cost function requires a huge amount of steps even for relatively small
values of N. In a variation of this problem, the Chinese Postman Problem, the set F of feasible

solutions is given by the set of all Eulerian cycles of the considered graph.

11



3. Graphs and optimization

THE GRAPH ¢-COLORING PROBLEM The graph ¢-coloring problem (g-COL) is a problem de-
fined on a graph G = Graph(7;6), V := |7|. We want to assign to each vertex v € ¥ a number

(a “color™) ¢, € {1,...,q}, ¢ € N, in such a way that the cost function
-C .
G al = Y doa (3:2.6)
(v,u)€¥
is minimized. The set F is therefore given by all sets @ = {¢y }yew such that ¢, € {1,...,q}.

The number of feasible solutions is therefore ¢V .

THE k-SAT PROBLEM The k-SAT problem is defined on an hypergraph G = HyperGr(7';6),
|¥| = V, such that |e| = k Ve € €. We give a quantity JY € {—1,1} for each edge e at
v € V', depending on the edge and on the vertex. We search for the set o = {UU}UEW € F,

oy € {—1,1}V such that
1-JYo,
BS54 g] = E I | 726 (3.2.7)

ecEvee

is minimized. Again, in this case |F| = 2" is exponential in the size V of the problem. Observe
also that the cost function above, Eq. (3.2.7), reminds immediately a Hamiltonian function for a
spin system on a graph. This analogy will become extremely relevant in the next Chapter.

MATCHING PROBLEMS Let us now consider a complete weighted graph Koy = Graph(7/;€)
with weight function w: € — RT. In the (monopartite) matching problem we want to find a
perfect matching M C G such that the cost functional

GM[M] = % 3 wie) (3.2.8)

ecéy

is minimized. If w(e) = 1 Ve € € the problem is sometimes called cardinality matching problem.
The k-assignment problem is formulated on the complete weighted bipartite graph Ky ar. In this
problem we ask for an optimal matching in the graph Ky s of cardinality k& < min{N, M}.

The bipartite matching problem, or simply assignment problem, is the N-assignment problem
on the complete bipartite graph K . Observe that, in assignment problems, the matching can be
represented as a permutation of N elements o € Py, Py set of all permutations of N elements.
Indeed, given the complete bipartite graph Ky y = Graph(7',U;8), we can number the vertices
as YV = {v1,...,on} and U = {u1,...,un}, and assume that w: (v;, u;) — w;;. The optimal
cost associated to the optimal matching M, can be expressed therefore as

N
1
M .
BV M, = argé&rjlv i ;:1 Wi (i) (3.2.9)

In the assignment problem there are N! possible solutions. However, we will show that, from the
algorithmic point of view, this problem belongs to the class of “simple” combinatorial problems
and can be solved with quite fast algorithms.

POLYNOMIAL AND NON-DETERMINISTIC POLYNOMIAL ALGORITHMIC CLASSES

Given an instance of an optimization problem, the main target is often to find the optimal solution.
However many different kinds of questions can be asked about an optimization problem. For
example, we may wonder if, for a given constant c, the set

Se={xeF:6[x] <c} (3.2.10)

is empty or not. This type of problem is called decision problem. In the theory of computational
complexity [10, 12], each optimization problem is classified according to the running time (number
of computational operations) and memory required to evaluate the decision problem or to find
its solution. In particular, the class of non-deterministic polynomial problems NP is the set of
problems such that, given a feasible solution & and a constant ¢, it is easy to evaluate if x € S,
or not. Here “easy” means that the check can be performed by a certain algorithm in a number of
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computational operations that is polynomial in the size of the input. An algorithm is polynomial
if the running time is bounded from above by a certain polynomial in the size of the input and
superpolynomial if such a bound does not exist. We say that a certain optimization problem
belongs to the class P C NP, or that it is a polynomial-time problem, if there exists a polynomial
algorithm that solves it. It is still unknown whether P = NP or P # NP. In NP it is possible to
identify a special set of problems, called NP-complete problems. Every problem in NP can be mapped
in an NP-complete problem with, at most, an additional polynomial computational overhead. It
follows that, if a NP-complete problem is found to be in P, it would follow that P = NP.

Among the problems discussed above, TSP, ¢-COL with ¢ > 2 and k-SAT with k > 2, are NP-
complete problems. The assignment problem, instead, belongs to the P computational complexity
class. Indeed, we will show below that a fast algorithm is available for its solution.

3.2.2. ALGORITHMS FOR ASSIGNMENT

We present now two algorithms for the solution of the assignment problem. Dantzig’s algorithm,
called also simplex method, is a general algorithm for the solution of linear optimization problems.
The assignment problem can be indeed seen as a linear optimization problem, as we will show below,
and therefore the simplex method can be applied to it. The Hungarian algorithm is the classical
algorithm for the solution of the assignment problem: its computational complexity is polynomial
and therefore the assignment problem is in P. Another very important algorithm, derived from the
cavity method, will be discussed in the next Chapter.
Here we consider the assignment problem on a weighted complete bipartite graph

Ky v = Graph(7,U;6), ¥V = {viti=1,...n, U ={ui}i=1,. N (3.2.11)
The weight function is such that
w: (vi,u;) = wij € RT. (3.2.12)

A matching M = Graph(7;%y) C G on the graph can be represented by a N X N matrix
M = (mij)ij such that

1 if (Ui,u]') € 6y,
= 2.1
g { 0 otherwise. (3.2.13)

We can therefore identify the set of matchings on the graph Ky, n with the space of N x N matrices

N N
F=<K M= (mij)izlwa mi; € {0, 1} and Zmij = Zmij =1 VZ,] . (3214)
=1 N :
Jj=1

=Ly i=1

The matching cost for a given M € F is
1
M .
6 [M] = N ;j Wi M5 (3215)

It is evident that this is completely equivalent to Eq. (3.2.8). M, is the optimal matching if and
only if

1
C@M[MO] = ﬁlég N Z Wi M5 (3216)
2

THE SIMPLEX METHOD

The algorithmic solution of linear optimization problems is due to G. B. Dantzig that formulated
the celebrated simplex algorithm [2, 13]. Here we will sketch the approach, skipping some details
that the reader can find properly treated in the cited references. As anticipated above, in a
linear optimization problem we search for a vector X = (X;);=1,..., € (R")™ such that ¢T-X =
minycg cT-x, where F is the space of vectors X of m real positive elements satisfying the constraint
A-x = b. Here A is a matrix of n X m integers, n > m, b is a vector of m integers and ¢ is a vector
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of n integers. We suppose that rank [A] = m. We can select therefore m linearly independent
columns in A, let us call them B := {a;, }x=1,... m, such that the system

A-x=b, x;=0ifj4ixVk=1,...m (3.2.17)

has a unique solution. The problem is now in the form

Z1
T2
11 || @21 (| @3,1 || Q4,1 || @51 || @6,1 || @71 || @81 || A9,1 by
T3
12 || @22 || @32 || A4,2 || @52 || @6,2 || A7,2 || @82 || Q9,2 ba
0
13 || @23 || @3,3 || @4,3 || @53 || @6,3 || @7,3 || @8,3 || A9,3 bs
w5 | = : (3.2.18)
A14 (| Q2,4 || Q3.4 || Qa4 || A5,4 || A6.4 || O7,4 || @84 || Q9,4 by
Zg
15 || @25 || @35 || A4,5 || @55 || A6,5 || A7,5 || A8,5 || Q9,5 bs
0
a1.6 || @2,6 || @3,6 || 24,6 || 5.6 || @66 || A7.6 || @8,6 || A9.6 be
8 —
A b
0
N~
X

where we have highlighted the submatrix B. If the solution X of the previous problem has x; > 0,
it is called basic feasible solution (BFS). Remarkably, it can be proved that the optimal solution
that we are searching for, s a BFS. BFSs have an easy geometrical meaning. Indeed, let us consider
the polytope associated to the matrix A. It can be proved that

x € F and x is BFS < x is a vertex of the polytope. (3.2.19)

For any instance of a linear programming problem there is an optimal BFS. By the previous
operation, let us suppose that a certain BFS x* is known and let us suppose also that this BFS
corresponds for the sake of simplicity to the set of columns {ai}i:L___7m of A, in such a way that
x* = («7,...,2%,0,...,0). This solution can be the starting pointing of our search for the
optimal solution. From what we said, indeed, an optimal solution can be found among the vertices
of the polytope. The simplex method therefore is such that we move from one vertex to another
through proper pivoting operations, until the optimal vertex is found.
The first step is to write down the simplex tableaux:

A-x=Db A O0|Db
(AR 520

The structure of the matrix is therefore (in the pictures, m = 6 and n = 9)

EEEEEET ) [
e [
] [
...... ara[asafass o | [ (3.2.21)
o o - [
I 0 o o e e e
EEESESEEE
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The first m columns of A correspond to the submatrix B associated to the solution x* discussed
above, that is our starting point. After a sequence of row operation we can transform the simplex
tableaux in the following way

1fofoffo]fof offarl|la@:|fass] o0 x
off 1 ffoff off of olarz|lasz| az| o 3
0 0 1 0 0 0 [[az3||ass|lass|l 0 x5
offoffoffr]l o]l o]anl|l@saff@.aff o T} (3.2.22)
0 0 0 0 1 0 (|azs||ass || @ass || 0 T35
oJfofoffofll off 1 |lars|lasel| ass| O T
oJlolfoffol]lol] olff-er|f-cs|—¢clff 1 .

where zg is the value of z on the current BFS. The solution X* appears in the last column,

being x; for ¢+ = 1,...,m. If all the entries of {Ei}i:m+17,,,)n are positive, then the current
BFS is optimal and zg is the optimal cost. Indeed, if we consider a solution in the form x** =
(27,20, Zmg1,0,...,0), we will have for it 2 = 2 + Cpmi17), 1 > 2B

If this is not the case, we have to proceed further. We choose a non-zero pivot element @, 7# 0
in the simplex tableaux, and we multiply the corresponding row for Ebr_cl. Proper multiples of the
new row are added to the remaining rows of A in such a way that the c-th column of the new
matrix has 1 in correspondence of the position (r,¢) and zero otherwise. The chosen variable is
a mew basic variable and it is called entering variable. It substitute the old r-th basic variable,
called now leaving variable. We switch the r-th column with the current c-th column to obtain a
new simplex tableaux in the form (3.2.22). Due to the fact that the value of z must be minimized,
the entering variable is chosen in a column ¢ in such a way that ¢, < 0 (non-zero values in the
direction of the new selected component decrease z). The condition that the new solution must be
feasible determines a criterion for the row: it can be shown that this condition implies that, being
¢ the chosen pivot column, the row 7 must be such that @, !z is minimum among all rows r. The
iteration of this sequence of steps leads to the optimal solution exploring the BFSs. Note that the
method requires as starting point a BFS.

Finally, observe that if we have constraints expressed in terms of inequalities, e.g.,

Zai]‘.ﬁj < b, (3.2.23)
j=1

we can introduce a new slack variable s; > 0 for each inequality and write it as Z?:l ;T +58; =
b;. Obviously we can introduce a “dependence” of z from the new variables in a trivial way as
2= e+ 037085

The simplex method is, practically, very efficient. However, Klee and Minty [7] proved that there
exist linear problems such that, in the worst case, the convergence time of the simplex algorithm
is exponentially large in the size of the input.

APPLICATION TO THE ASSIGNMENT PROBLEM The simplex algorithm can be applied to the
assignment problem quite straightforwardly [2]. Given a matching problem with a cost function as
in Eq. (3.2.15), let us consider the following space of feasible solutions,

2
F = {x e @)V |A-x=1 } . (3.2.24)
Here 1 is a vector of 2N elements all equal to 1 and A = (a;;);; is a 2N x N? matrix such that

1 if1<i<Nand(i—1)N < j<iN,
ai;; =<1 fN+1<i<2Nandj—i+ N mod N =0, (3.2.25)
0 otherwise.
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3. Graphs and optimization

We search for the vector X, such that

¢’ -x, =mincT - x. (3.2.26)

XEF
Here ¢ = (¢;); is a N? dimensional column vector such that Wij = C(;—1)N+j for i=1,...,N
and j = 1,..., N. The vector x = (x;); can be easily identified with a N X N matching matrix

M = (mij)j,j, putting m;; = x;_1)n+; and Eq. (3.2.18) recovers the constraints in Eq. (3.2.14).
For N = 3, Eq. (3.2.18) has therefore the form

mi1
miy2
1 1 1 0 0 0 0 0 0 1
my3
0 0 0 1 1 1 0 0 0 1
ma 1
0 0 0 0 0 0 1 1 1 1
Smag | = . (3.2.27)
1 0 0 1 0 0 1 0 0 1
ma3
0 1 0 0 1 0 0 1 0 1
ms1
0 0 1 0 0 1 0 0 1 1
ms2 N ,
A 1
msg3
N~~~
X

THE HUNGARIAN ALGORITHM

We analyze now in some details the Hungarian algorithm [6] for the solution of the assignment
problem on the complete graph? Ky, n. This algorithm was proposed by Harold W. Kuhn in 1955 [8]
and it has polynomial computational complexity, proving that the assignment problem belongs to
the P computational complexity class. Indeed, the Hungarian algorithm, in the version of Munkres
[11], has time complexity O(N*) in the size N of the input. Dinic and Kronrod [4] and Edmonds
and Karp [5] were later able to decrease the computational complexity to O(N?). Remarkably, the
Hungarian algorithm is deeply connected with the more general theory of the cavity method. The
algorithm is named in honor of two Hungarian mathematicians, Dénes Konig and Jené Egervary,
that proved the fundamental theoretical results behind the algorithm elaborated by Kuhn.

As above, we consider the complete bipartite graph Ky v = Graph(7, U;6), V = {v; }i=1,... N,
U = {uj }j=1,---,N~ The target is to find the matching matrix Mg such that the matching cost

1
eM[M] = ¥ > wigmig,  wi; =0V, j, (3.2.28)
4,J

is minimized. The matrix M, minimizing the cost above is also a solution for the matching problem
associated with the shifted cost

1
C@% [M] = N Z Wi My + ho. (3229)

0,J

In particular, the cost function in Eq. (3.2.29) is invariant under the gauge transformation

N N
1 1
wij = Wiz — X — g, hloo-i-N E Ai‘f’ﬁ E Joe (3.2.30)
i=1 j=1

2More general polynomial algorithms are available to solve the matching problem on weighted graph Ky ar,
N # M.
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%

U,

FIGURE 3.2.2.: The complete K5 5 with an equality graph Z (in orange) and the corresponding maximum matching
M (in red) on it. An example of set ¥* (green) with corresponding 9;7* (blue) is also depicted.

Gauge transformations work directly on the N x N weight matrix W = (w;;);;, that becomes the
only object to work on for the solution. The two column vectors of real values A = (/\i)i:L__ﬂN
and pu = (Mz‘)i:l,...,N identify the gauge transformation. We say that the gauge is proper if

wij = wij = Ai — i 20, Vi, j. (3.2.31)

It is said in this case that the set {A\1,..., AN, ft1,..., N} is a feasible node-weighting. The
following theorem about proper gauges holds [9].

Theorem 3.2.1 (Egervary’s theorem). There exists a proper gauge (X°, u°) such that the
cost of the optimal assignment M, is given by

N N
Doim1 AL+ D 1

eM[M,] = ~ (3.2.32)
Moreover, this value is maximal among all possible proper gauges, i.e.,
N N
oy AT D My
€MM,] = max Zim At 2ty : (3.2.33)
(X\,u) proper N
Let us suppose that a proper gauge transformation has been performed on our matrix
WEW=W-po1T —1gAT, (3.2.34)
I
where 1 = (1);=1,.n is an N-dimensional column vector. We can construct, on the basis of

the new weight matrix W, the equality subgraph Z = Graph(7,U;%;) C Kny,n such that
e € € < w(e) = 0, being w(e) the weight associated to the edge e by the new weight matrix
W. If Z contains a perfect matching M, C Z C Ky, n, then M, is the optimal matchingg, having a
matching cost given by the Eq. (3.2.32).

If Z does not contain a perfect matching, we have to perform a new gauge transformation (see
Fig. 3.2.2). We search now in ¥ for a set of vertices * such that |0;7*| < |7*|. The existence
of such subset is guaranteed by the K&énig’s theorem (see the formulation of Hall). We apply then
the following gauge (A*, pu*):

* * * 0 ifvieol/*a

A=) A = . 3.2.35
P (3.2.35)

= (u*):: ut = 2.
po=(ug)j 1 {0 i, & 0, (3.2.36)

where
= i 035 - 3.2.37
Y U?élo}}* Wi ( )
ujgéé)ﬂ/*

The obtained weight matrix can be associated again to a new equality subgraph, in which we search
again for a perfect matching. The algorithm proceeds repeating the last steps (see Fig. 3.2.3) until
a perfect matching is found. The convergence of the algorithm in polynomial time is proved, e.g.,
in [6].

3Observe that different matching solutions are in general possible, but corresponding to the same cost.
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The graph Ky, n
with weight matrix

W = (wjj)q; is given

[ Wij UAJij = Wi — minj Wij J

[ UA)»L']' = ’lI}.L'j = ﬁ)ij — min; ’Lf)ij J

Construct the equality sub-

graph Z associated to the Apply (A", p*)

obtained weight matrix

Search for a vertex set
V* € UV that do not

satisfy Kénig’s theorem

Find the maximum
matchingM C Z

Is M
perfect in
KN,N?

no

yes

Perfect matching found

FIGURE 3.2.3.: The Hungarian algorithm, with reference to the description given in the main text.
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CHAPTER 4

RANDOM OPTIMIZATION PROBLEMS
AND STATISTICAL MECHANICS

4.1. RANDOM OPTIMIZATION PROBLEMS

In the previous Chapter we discussed optimization problems defined on graphs, and in particular
matching problems. For each of these problems we supposed that the parameters of the problem
(e.g., the weight matrix for the considered graph) were given once and for all. For a given instance
of an optimization problem, the solution can be found running specific algorithms available in the
literature.

However, to study some general properties of a given optimization problem, it is often useful
to consider random instances and study both the complexity of the problem and its solution in
average, for large sizes of the input. This probabilistic approach to combinatorial optimization
problems shed new light on their mathematical properties. Many results have been obtained in
computer science, combinatorics and probability. Remarkably, since a seminal work by Mézard
and Parisi [15], statistical physics has played a central role in this kind of investigations. Indeed,
many techniques developed by physicists for the study of disordered systems and phase transitions,
are tremendously effective in the investigation of random optimization problems and, for many
important problems, some phase-like transitions were identified respect to the parameters of the
problems. These phase transitions are related to changes in the structure of the set of feasible
solutions [3, 13].

THE SATISFIABILITY TRANSITION A first kind of randomization for a combinatorial optimiza-
tion problem defined on a graph can be performed on the graph itself. A typical ensemble of
random graphs is the Erdés—Rényi random graph GV7 E. The generic graph of this ensemble has
V' vertices and it is obtained selecting uniformly at random E edges among all the (‘2/) possible
edges. The limit V' — o0 is performed assuming ' = oV with « is fixed. We can then consider
an optimization problem, e.g., ¢-COL, on this graph, adopting the cost function in Eq. (3.2.6).
In the case of k-SAT, we can similarly define an ensemble of random hypergraphs with V' vertices
and M = oV k-edges, assuming that each k-edge is chosen uniformly at random among the (‘Ig)
possible k-edges. In the random k-SAT, a second kind of randomness is typically present. Indeed,
the cost function in Eq. (3.2.7) depends on a set of parameters {J¢}: these parameters are usually
chosen to be +1 with equal probability. Obviously, in this random optimization problems the
solution for a given instance is not relevant, but some average properties are of a certain impor-
tance. For example, both in the random ¢-COL and in the random k-SAT, we may ask what is
the probability P(c, V') that an instance with V' vertices has a feasible state with zero energy,
i.e., if the problem is satisfiable. This probability depends on the only parameter of the ensemble,
a. Since the seminal works of Cheeseman, Kanefsky, and Taylor [6] and Mitchell, Selman, and
Levesque [18], it became evident that there is, for both the random ¢-COL and the random k-SAT,
a sharp transition between two regimes, i.e.,

lim P(a,V) =6(as — a), (4.1.1)

V—o0
where « is a critical value depending on the problem and 6(x) is the Heaviside function. Eq. (4.1.1)
is now called satisfiability conjecture and many results have been obtained both about upper and
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lower bounds on oz and about its specific value.

In this thesis we will not discuss further the random k-SAT and the random ¢-COL. Many
extremely interesting results about these problems, as anticipated, were obtained by means of
statistical physics techniques [25]. The interested reader can find more information in the book of
Mézard and Montanari [13].

4.1.1. RANDOM MATCHING PROBLEMS

Given a certain instance of the matching problem on a weighted graph, we can find a solution of the
problem using, for example, the algorithms discussed in the previous Chapter. Here however we are
interested in the study of the average properties of the random matching problem. In the random
matching problem on the weighted graph G = Graph(7'; 6), the weights {w(e) }.c% are supposed
to be random wvariables with a certain distribution, both in the case G = Koy and in the case
G =Ky, n. In the simplest case, all weights are independently and identically distributed (i.i.d.)
random variables with a distribution density p(w). The distribution itself defines therefore an
ensemble of random instances and we ask for the typical properties (average optimal cost, optimal
cost distribution...) for a given ensemble in the thermodynamical limit. The simplest case of
independent random variables is already quite difficult to tackle. In the following we will discuss
some results for this particular case. In Chapter 5 we will include Euclidean correlations among
the weights of the graph.

We call random monopartite matching problem (RMMP) the matching problem defined on a
complete graph Koy, whilst in the random bipartite matching problem (RBMP) the problem
is supposed formulated on the complete bipartite graph Ky, n. Both the RMMP and the RBMP
have been investigated using purely combinatorial and probabilistic arguments, but also through
statistical physics approaches.

THE RBMP: ALDOUS’ SOLUTION AND PARISI’S FORMULA

In 2001 Aldous [1] provided a rigorous treatment of the RBMP, or random assignment problem, on
the complete bipartite graph Ky n in the N — 0o limit. Aldous assumed i.i.d. weights and he
chose a probability distribution density for the weights given by

plw) =0(w)e™ ™. (4.1.2)

Due to the importance of his solution, we will give a brief sketch of his results. We want to stress
here that Aldous’ solution was deeply inspired by the so-called cavity method, first introduced in
the study of glassy systems. We will discuss this method later.

Let us consider our weighted complete bipartite graph

Ky, v = Graph(7,U;€), TV ={vi,...,on}, U={ur,...,;un}, w: (v;,u;)— wij.
(4.1.3)
The quantities w;; for 4,j = 1,..., N, as anticipated, are supposed i.i.d. random variables with
probability distribution density given by Eq. (4.1.2).
Aldous performed an unfolding procedure to construct, from the weighted complete graph Ky n,
an infinite ordered tree in which each vertex has a fixed degree’ N

T = Graph(7t; 6r). (4.1.4)

The construction procedure is the following. Let us select a vertex of Ky ny at random and let us
call it ¢. For the sake of simplicity, let us suppose that ¢ = vy: we will write 7(¢) = vy, where T
is a “folding map”. This vertex will be the root of our tree. We connect now ¢ to N new vertices,
and we denote them by t1,...,ty. Moreover, we associate to each edge (¢, ;) a weight Wei, in
such a way that

wei = ith [{w((7(#), w) hi=1,...n] - (4.1.5)

In the notation above, ith [{al}lzl,...,K] denotes the i-th element, in increasing order, of the set
{al}lzlv___yK. If the i-th weight in the set is, e.g., Wk, we say that 7(¢;) = ug.

!The tree is therefore an infinite N-Cayley tree.
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4. Random optimization problems and statistical mechanics

Let us take now one of the N vertices generated, let us say fi. We attach to tx N — 1 new
vertices, let us call them ¢y, 4 = 1,..., N — 1. Again, we associate to each edge (t,tx;) a weight
Wk ki, in such a way that

We ki = ith [{w((’l}j,T(tk))}jzl’m’]\[,ﬂ . (416)

Observe that the weight of the edge (’l}N,T(tk)) in Ky v has been excluded: this happens be-
cause the vertex t is already attached to a vertex (here ¢) corresponding to vy. We repeat this
construction for all vertices {tl}lzlw’N.

We proceed in this way constructing an infinite tree like in Fig. 4.1.1. Each vertex of the tree
has (N — 1) “children” and each “child” is associated to one and only one vertex in the original
graph Ky, . The different “levels” of the tree correspond alternately to vertices in V" or in U of
the original graph. Taking the limit N — o0, an element of the infinite tree at distance d > 0
from the root ¢ is identified by a sequence of integers number, like

tr, Withk‘zk‘lkg"'k‘d, k; € {1,...,N—1} (417)

Denoting by e = (tg,trr) € % an edge of the tree, there is only one corresponding edge
(7(tx), 7(trr)) € €. The constructed tree is called Poisson—weighted infinite tree, due to the
fact that the weights on the tree are distributed according to Eq. (4.1.2).

An optimal matching on this tree is given by a matching M, such that

Br[M,] = m&n Z w(e), (4.1.8)

where the minimum is taken over all possible matchings M C T on the tree. Observe that the
previous quantity is formally divergent in the N — oo limit. However, the search and the study
of an optimal matching on this graph will be easier than on the original graph, due to the absence
of cycles.

The edges of the graph were not considered, up to now, directed. We specify the direction of an

edge writing
€= (tg, tr ;, (4.1.9)

meaning that the tail is in f; and the head in /. We call the N — 1 oriented edges having tail in

tys the children of € = (tg,trs). “Cutting” the edge (tx,tr/) we obtain two trees: we say that the
one containing t: is the three of the descendants of € and we will denote it by T¢.We call TS, the
forest of N — 1 trees obtained removing from T the N — 1 edges incident at t.

Due to the tree-like structure of the graph, we can write a self-consistent equation for the cost
‘Gre of the optimal matching on the tree of descendants T as

G = min |w(@)+ G + ;C@Te«j . (4.1.10)
JF1

This recursive equation must hold due to the fact that we are considering trees. If we introduce
X(€) =B — 6, (4.1.11)

difference between the cost of the optimal matching on the descendants’ tree with and without the
edges incident in ¢y, we have

X(€)=_ min |w(e)+ G + Z%Taj - Z%TEJ
€; child of € ne i j (4112)

= i _'i - X i)l -
€; c{lrillldnof é'[w(e ) (6 )]

We expect that X (&) and X (€;) are identically distributed. In particular, Aldous proved the
following result.
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Theorem 4.1.1. A given edge e € ér is an edge of the optimal matching of the original
problem if and only if the following inequality holds

w(e) < X(&) + X (e). (4.1.13)

Assuming that all weights are i.i.d. random variables, distributed according to Eq. (4.1.2), it
can be proved that X (€) has a logistic probability distribution density:

1

= 4.1.14
4cosh2% ( )

px ()

From this result and from Eq. (4.1.13), the distribution of the weights on the edges of the optimal
matching is

- e Y4w-—1
po(w) == Prw(e) < X (&) + X(e)] = O(w) ———5—— (4.1.15)
4sinh” g
The average optimal cost of the RBMP follows straightforwardly,
v N—oo T w2
G =M —= [ wp,(w)dw = 5 (4.1.16)
0

where we denoted by ® the average over all instances.

Both Eq. (4.1.15) and Eq. (4.1.16) had been already obtained by Mézard and Parisi [14, 15] in
1985 using the replica method. In the entire construction of Aldous there are, moreover, evident
resemblances with the so called cavity method (see Chapter 5).

Aldous’ results are valid in the N — 0o limit but no information about finite size effects can be
obtained from the arguments above. This information is given by the following theorem, proposed
as a conjecture by Coppersmith and Sorkin [7] in 1999 for the random k-assignment problem and
later independently proved by Linusson and Wéistlund [11] and Nair, Prabhakar, and Sharma [20].

Theorem 4.1.2 (Coppersmith—Sorkin formula). Let us consider a complete bipartite graph
Ky v = Graph(7,U;8) and let us associate to each edge e € € a weight w(e), in such a
way that the costs {w(e)}ecg are a set of i.i.d. random variables with density distribution
given by Eq. (4.1.2). Then the average optimal cost of the k-assignment problem on it is

— Ljo,r) (i + 7)
BUESY (DAY (4.1.17)
2 20— (N —J)
where L4 (x) is the indicator function:
1 ifzecA
Lz) =+ 77 (4.1.18)

0 otherwise.

From the previous theorem, the following corollary follows for the assignment problem, conjec-
tured by Parisi [22] in 1998

Corollary 4.1.3 (Parisi’s formula). In the assignment problem, we have

1
= (4.1.19)

N

ngBMP = @M — § :
1

=1

Apart from the original works, a complete discussion of the previous results can be found in the
monograph by Mézard and Montanari [13].
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4. Random optimization problems and statistical mechanics

FIGURE 4.2.1.: Ising model on a two-dimensional lattice.

4.2. DISORDERED SYSTEMS, SPIN GLASSES AND ASSIGNMENT

As anticipated in the previous Section, when dealing with random optimization problems we are
not interested in the properties of a specific instance, but in the average properties of the problem,
possibly depending on some parameters (e.g., the size or some fixed parameters in the cost function)
and on the way we introduce randomness in the problem itself.

Statistical physics has developed a plethora of techniques to obtain the average properties of
systems with a huge number of degrees of freedom, even in presence of disorder. In particular, in
disordered systems, disorder is typically introduced in the Hamiltonian function,

H = H(o,J), (4.2.1)
as a set of parameters J := {Jj}x randomly extracted from a certain probability distribution.
These parameters usually couple with the degrees of freedom o = {o;}; of the system itself.

Different techniques have been developed to treat properly these systems depending on the fact
that the disorder is considered fixed on the time scale over which the degrees of freedom of the
system fluctuate (quenched disorder) or otherwise (annealed disorder).

Spin glasses play the role of reference frame in which physicists analyze the peculiar effects of
disorder on the behavior of systems with a large number of degrees of freedom. The importance of
spin glasses goes beyond the application to physical systems. In a famous set of seminal papers,
Mézard and Parisi [15] discussed the application of spin glasses methods to some optimization
problems. In particular they studied the T'SP and the RMMP, showing the power of these techniques
in the analysis of random optimization problems. Remarkably, the results on random matching
problems, published in 1985, were rigorously proved by Aldous for the RBMP only in 2001, as
explained in Section 4.1.1. To understand their results, however, some concepts of the general
theory are necessary. We will present here a brief survey on spin glass theory [5, 12, 21] and,
subsequently, we will reproduce their argument for the RMMP, neglecting the first order finite size
corrections obtained by Parisi and Ratiéville [24] by means of similar techniques.

4.2.1. PRELIMINARIES: THE ISING MODEL

Let us consider a graph G = Graph(7';6), V = |7/|, and suppose that we assign to each node
v; €V of G an Ising spin variable o; € {—1,1} and to each edge e = (v;,v;) € € an interaction
energy —Jo;0;4, J € R, depending on the value of the Ising spins on the end points of the edge.
We introduce also an Hamiltonian functional for the graph in the following form:

14

Helo; J,h] = =T oi0;—h» o (4.2.2)
(ig) i=1

In the previous Hamiltonian, h € R is a fixed real quantity. Moreover, we denoted by »_ (j) =

Z(Ui v;)eg: The model defined above is an Ising model on the graph G. If G is a complete graph,

the model is sometimes called Curie—Weiss model, or infinite range Ising model. In the problem
of magnetism, the Ising spins represent microscopic magnetic moments on a certain lattice, coupled
in a ferromagnetic (J > 0) or antiferromagnetic (J < 0) way and in presence of a certain external
uniform magnetic field h. In Eq. (4.2.2) we denoted by o := {Ui}izlqu the generic configuration
of the system.
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4.2. Disordered systems, spin glasses and assignment

In the spirit of Boltzmann—Gibbs statistical mechanics, we can associate a Boltzmann—Gibbs
weight to each configuration o,

1
I h) = o e PHelo ] 4.2.3
palos B = 5 © 423
where the normalization is given by the partition function of the system
Zs(B,J, h) Ze—ﬁHc i TRl (4.2.4)

in such a way that »__ uglo; 3, J,h] = 1. The parameter B~1 > 0 is the temperature of the
system. Given a function f := f(o), we introduce the notation

Z f(o)uclo; B, J, h]. (4.2.5)

It is well known that the partition function plays a central role in the computation of many physical
quantities of interest. For example, the magnetization is given by

me (B, J, h) Z i) = 2 W e[-1,1]. (4.2.6)

If N := V is finite, Zg(f, J, h) is an analytic function of its arguments 3, J and h. However,
in the limit N — 00, some singularities may appear in the (3, J, h) space in some points (critical
points) or surfaces (critical surfaces). The existence and location of these singularities is of
paramount interest. Indeed, a lack of analiticity in the partition function the fingerprint of phase
transitions, and critical surfaces identify the interfaces between different macroscopic behaviors
of the system. This modification of the macroscopic behavior can be, in general, characterized by
the sharp change in the value of a certain quantity, that is called order parameter. Unfortunately,
there are no general criteria to identify the proper order parameter for a given system.

To more precise in our exposition, let us consider a ferromagnetic Ising model on the hypercubic
lattice in d dimensions of side L. On this lattice, there are L? = N vertices and each of them is
connected to its 2d nearest neighbors. If we denote by Hy the Hamiltonian (4.2.2) of the system,
the partition function Zy (8, J, h) and the Boltzmann—Gibbs measure pin[07; 3, J, h] can be defined
as above. The magnetization my (3, J, h), defined as in Eq. (4.2.6), gives a measure of how much
the system is “ordered”. In fact, |my| &~ 1 is indicative of the fact that, on average, almost all spins
variables have the same value, whilst |m N| ~ 0 suggests that the spins are randomly oriented.
Not surprisingly, in the N — 0o limit the magnetization my is an order parameter in the sense
specified above. Indeed, for d > 1 and fixed J > 0, the function

m(B,J,h) = liI{[nmN(/B, J, h) (4.2.7)

has a branch cut in the (5, h) plane on the axis h = 0 and for 8 > 5.(d, J). Here 8.(d, J) is the
critical inverse temperature and it depends on dimensionality. Formally, for d = 1 £.(1,J) =
~+00, whilst for d = 2 a famous duality argument by Kramers and Wannier [10] shows that

In (1 + \@)
2J ’

For d > 2 only numerical estimations of 3. are available. The branch cut of m(, J, h) shows that
Zn(B,J, h) is not analytic in the N — oo limit. Indeed, for 8 > S.(d, J), we have that

Be(2,J) = (4.2.8)

li J,h li J, h 4.2.9
Jm m(B, J,h) # lim m(B,J, h) (4.2.9)
and therefore
hm hmuN[ B, J, k] £ lim lim py|o; B, J, hl. (4.2.10)
h—0 h—0— N

On the critical line two different equilibrium measures coexist and we have a spontaneous symme-
try breaking of the Zis invariance {o;} — {—0;} satisfied by the Hamiltonian functional (4.2.2)
for h = 0. We say that for § > S.(d,J) and h = 0 we have two different phases, each of them
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4. Random optimization problems and statistical mechanics

identified by the value of the order parameter m. The intuitive concept of pure phase can be more
rigorously formulated in the context of statistical field theory [26]: here we simply state that an
equilibrium measure  describes a pure phase if, and only if, given two local observables A(x) and
B(z) (where z is a graph site) then in the thermodynamical limit

s m[{A(2)B(y)) - (A(2))(B(y)] =0, (4.2.11)

(z,y)—+o0

where (x,y) is the distance between the node x and the node y in the graph. The previous
condition is called cluster property. If, however, for a system described by a Hamiltonian H (o),
ergodicity breaking happens, the phase space is partitioned in ) pure phases {wa}azl,wg. Each
phase has its own Gibbs measure

L,
po (o) = # e PHE) 7y =) L, (o) e PHE). (4.2.12)
We can also define a free energy F, = —3~11In Z, corresponding to the phase a.

The Ising model is easily solvable on a one dimensional lattice. In 1944 Lars Onsager announced
his celebrated solution for the Ising model with h = 0 in d = 2, later reformulated in different
ways [19]. Unfortunately, no exact solution is available for d > 2, even in absence of external
magnetic field. The discussion of the different, inspiring solutions proposed for the Ising model
ind = 2 [4, 19] is outside the purposes of the present work. However, to give a qualitative
description of the phase transition in the Ising model, we can adopt a very simple and common
approximation, called mean field approach. We assume that o; = m+0d0;, where m = m(8, J, h)
is the magnetization in the N — 00 limit. We can insert this approximate form in the generic
Hamiltonian in Eq. (4.2.2) on the graph G and neglect fluctuations in the non-linear terms. For
the Ising model on a d-dimensional lattice, we have

N
Hylo; J, h] = —JZ(m—i—(Sai) (m+do;) — hZUi
(i) i=1

N
~ —2dJNm® — (2dJm +h) Y o;. (4.2.13)
i=1
In this approximation it is easily obtained
Zn (B, J, k) = 24N Tm* 19 cosh B (Jmd + b)Y . (4.2.14)
Therefore the magnetization satisfies the equation
m = tanh 5(2dJm + h). (4.2.15)

From the last equation, we have that a non-vanishing magnetisation can be obtained for h = 0
only if 2d5J > 1, i.e. for § > ﬁ The critical value obtained from this mean field approximation
is then 1
mf __
Jo5 2] (4.2.16)
This value s not correct: for example, for d = 2 does not recover the solution in Eq. (4.2.8) ob-
tained through an exact computation. However, the mean field theory qualitatively reproduces the
critical behavior of the original model and correctly predict the existence of a critical temperature.
The mean field theory is able also to give us a hint about what happens at the critical tempera-
ture. If we compute the free energy for the Ising model in this approximation, we have

Fx (B, J,h) = —%m Zn (8, )

N B N iy
~ -2+ 23t (1 -~ /3"1f> m* + 5 (gnﬂ) B%+o(m*) (4.2.17)

Note that the functional above has a global minimum in m = 0 for B8 < ﬂé’“f This value becomes
a local maximum for 8 > ,Bf‘f and, in the same regime, two new minima appear, symmetric
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4.2. Disordered systems, spin glasses and assignment

(A) EA

-model. (B) SK-model.

FIGURE 4.2.2.: Pictorial representation of 2-dimensional Edwards—Anderson model and of the Sherrington-
Kirkpatrick model.

respect to m = 0. This fact suggests that, above the critical temperature, the system is in a
zero—magnetization phase. Below the critical temperature, the system “falls” in one of the two
valleys corresponding to nonzero magnetization. This simple observation, proposed for the first
time by Landau, gives a qualitative explanation of the spontaneous symmetry breaking.

4.2.2. SPIN GLASSES

Let us consider an Ising-type model on a graph G = Graph(7/; €) with the following Hamiltonian,

Helo;3,h] == Jijoi0; —hY o (4.2.18)
(i) i

This time, each J;; is supposed to be a random quantity. In particular, each J;; is extracted,
independently from all the others, from a given probability distribution density p(J ), identical
for all (v;,v;) € €. The set of values J = {J;;} is supposed to be extracted once and for all
for each instance, and therefore we say that the disorder is quenched. Usually both positive and
negative value of J;; are admitted, so we have both ferromagnetic and paramagnetic interactions.
If we consider our system on the hypercubic lattice in d dimensions, the obtained model is called
Edwards—Anderson model (EA-model) in d dimensions. The EA-model is an example of disor-
dered system, and, in particular, of spin glass.

A disordered system is a system characterized by the presence of two elements. First, in disor-
dered systems some randommness appears: in the case of the EA-model, the randomness is obviously
in the fact that the coupling constants are random variables extracted from a certain distribution
function. Second, in a disordered system there is frustration. This concept is slightly more subtle.
A lattice model is frustrated whenever there exists a set of local constraints in conflict each other.
Let us consider for example a cycle of length four in the EA-model in d = 2, in which the product
of the coupling constants J along the cycle is negative. For example, denoting by a black line an
interaction with J < 0 and by a white line an interaction with J > 0, such a cycle can have the

form

It is evident that no configuration of Ising spins is capable of minimizing simultaneously the energy
contribution of all edges separately. The energy landscape of frustrated systems is therefore often
nontrivial and it is not obvious what is the structure of the “minimum energy configuration”.

In disordered systems we are not interested in the properties of a precise realization, but we have
to average, in some sense, on the disorder to extract the useful information. In the case of the
EA-model, we need therefore to average over all possible values of J = {Jij}ij. We will denote by
e the average of a function respect to the possible values of J. How this average must be performed
on thermodynamical functionals, however, is a delicate matter. In fact, it turns out that the free
energy Fg for a disordered system on a generic graph G is self averaging [5, 21], i.e.,

F2
lim —% =1, (4.2.19)
|V |— o0 FG
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but the partition function is not. The property of being self-averaging is crucial, because we want
that physical observables do not depend from the specific realization. On the other hand, free
energy is fundamental for the computation of all physical quantities.

It follows that we have to compute in general the following configurational average:

FolJ; B] = —IHZGﬁ[J =3 H/ Jij) A Ji; | In Zg[3; 8. (4.2.20)
(i5)

PARISI’S SOLUTION OF THE SK MODEL

To perform the integral (4.2.20), a famous and powerful trick, called replica trick, is usually
adopted. The manipulation is based on the following identity:
" —1
Inz = lim , x> 0. (4.2.21)
n—0 n

To proceed with our computation, let us assume that the graph on which the Hamiltonian (4.2.18)
is defined is a complete graph, G = K. The obtained model is called Sherrington—Kirkpatrick
model (SK-model), and it is an mean field version of the EA-model. In this model the probability
distribution density for the set of parameters {Jij }ij is given by

A /N 2
Y emEHT, T >0 (4.2.22)
I'v2m

We want to compute the average free energy density using the replica trick in Eq. (4.2.22) and
in the thermodynamical limit,

p(J) =

1-Zy

(4.2.23)

It follows that

Vi H/ Jij)d Ji; | exp 5Zszaaaa+5hZZa

i<j a=1 i=1 a=1
NB2I2n 3212 RN
= exp (4 H S e |53 (ool ) + mz S oo | (1220)
| @ {o>} a<f [ =1 a=1
Nﬂzfzn ]\/'[32F2
= exp <4 H /dq(w exp 5 qiﬁ + Nlnz[q]|,
a<ﬁ a<f
where we have introduced
Zlal= ) exp (BT qapoo +6hzo ;9= (gap)as- (4.2.25)
ol . ...o™ a<f

Observe that z appears as a sort of partition function for a set of n coupled spins, each one
associated to one of the n replica indexes. Being the exponent of the integrand proportional to IV,
we can use the steepest descent method to evaluate the expression. In particular, the extremality
condition respect to the generic element g.g gives

01n z[q]
8(104,6’
In Eq. (4.2.26) we have adopted the notation

<O(01,...,0”)>z::% Z 0(01, )exp BZFQZq 50“0’6 ﬁhZU

a<f

Gap = = (0%0") . (4.2.26)

(4.2.27)

30



4.2. Disordered systems, spin glasses and assignment

Let Q == (Qaﬁ)aﬁ be the solution of the saddle point condition in Eq. (4.2.26). Calling

21" 1

S[Q] = - i > Qs+ 52F2+Elnz[Q]7 (4.2.28)
B
9*5[q]
Hiap)(v6)(Q) = 5———| (4.2.29)
(aB)(78) D |, _q
it follows that

D 1 ﬂ2r I
77 ~ 1+nN |- 2o+ =422 4+ 1 : 4.2.30
Vaein | " g;ﬁ@ﬁ P e (4.2.30)

Notably, Qo are not merely a set of variables. Indeed they express a sort of “average superposition”
between replicas, being (as can be directly checked)

Qas = (050 )R, (4.2.31)

where <°>R is the average respect to the replicated system whose Hamiltonian function is

3

HR[{o“}0; 3, 1] : Z = Jijolod +h20 . (4.2.32)

a=1 1<J

The variables Qo play the role of spin glass order parameters, as we will see. If we suppose
that all replicas are equivalent (replica symmetric hypothesis)

Qap = (000 )r = (00 )r(07 )R = (03)° = g = qua, @ #B. (4.2.33)

The quantity qga is called Edward-Anderson order parameter. We expect that for § — 0 the
spins are randomly oriented, and therefore gga = 0, whilst in the § — 400 limit gga > 0, having
(o) # 0 for each realization.

A careful computation (see Section A.1) shows that

1 n—0

_ 1. 4.2.34
vdet H ( )

In our replica symmetric hypothesis we get [21]

—Bf = q(l —q)? + \/% /e_% In [2 cosh (BJ\/qw + Sh)] dw, (4.2.35)

from which we get

m= EX tanh (BJ/qw + ph) dw (4.2.36)

vl

whilst the value of g to be inserted in the previous equation can be obtained from the extremization
condition on Eq. (4.2.35):

1 w?
q= N /e_T tanh? (8J/qu + Bh) dw. (4.2.37)
T
The replica approach for the Sherrington—Kirkpatrick model seems to give a complete solution.
However, our solution presents an anomalous behavior in the low temperature limit. For exam-
ple, a direct computation of the entropy density s gives

lim s= lim ﬁZaf L

- 4.2.
B—+oo B—+oo'  Of 2w ( 38)

The origin of this pathological behavior, and of the instability of the solution analyzed by Almeida
and Thouless [2] (see Subsection A.1), was identified by Parisi [23] in 1983. Parisi showed in
particular that a breaking of the replica symmetry is needed.
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REPLICA SYMMETRY BREAKING AND PARISI’S SOLUTION In the replica symmetric hypothe-

sis, Eq. (4.2.33), the matrix Q = (Qap)ag can be represented in the following way (in the example,
n=12):

K249 a9 a9aaqaqaqaqaqlq
99 9 9 9 99949494
99804 9 9949949494
999494994949 9494
999 9@ 949494494
99499 9@ 9949494
Q’qqqqqqmqqqqq (4.2.39)
99949499949 9494
9949494999 9@49 494
9949999999849 49
9949999999949
9999949999998

We impose Qoo = 0 Va. Parisi suggested to break this symmetry in a set of steps. In the first
step we choose an integer m; such that all replicas are divided into mil groups. If @ and 3 belong
to the same group, then Qng = g1, otherwise Q3 = go. The matrix Q has, under this hypothesis,
the following form (in the example, n = 12 and m; = 4):

n% 41 91 90 90 9o 9o 9o 9o 9o 9o
qln% 41 90 90 9o 9o 9o 9o 9o 9o
41 9l % 90 90 9o 9o 9o 9o Go Go
41 9191 Y 9o 90 9o 9o 9o 9o 9o Go
9o 90 90 90 [ 41 G5 G5 G0 9o 9o 9o
9o 9o 9o 90 |41 B[4 G 90 90 90 90
9o 9o 9o 90 1 G1 fY 41 9o 9o 90 9o
9o 9o 9o 90 |41 41|91 BY 90 90 90 90
9o 9o 90 9o 9o 9o 9o 90 Y41 |41 @3
9o 9o 9o 9o 9o 9o 9o 9o Gx [ G
9o 9o 9o 9o 9o 9o 9o 9o |41 G5 [
4o 9o 9o 9o 9o 9o 9o 9o |41 Gr %m

(4.2.40)

We can proceed further, subdividing each one of the m; groups of replicas in ms subgroups, and
so on. We finally obtain a set of integer numbers n > mj; > mgo--- > 1 and a gradually finer
subdivision of the matrix Q, in which at the k-th step of symmetry breaking we admit &k + 1
possible different ¢ values. Pictorially, (in the example below, n = 12, m; = 4, mas = 2)

B4494949949499494q4q B @ @ o 90 9o 9o 90 9o 9o 9o B@ 4. 4 do 9o 90 90 90 9o 9o Go
i@ 494949949499494949 [ARE @ 90 90 90 9o 9o 9o 9o 9o @R 4: % 90 90 90 9o 9o 9o 9o 9o
99804949 499494949494 @A g0 90 90 90 90 9o 9o 9o % 9 4 90 90 9o 9o 9o 9o 9o 9o
999849 94949949494 AR @A 9o 90 90 9o 9o 9o 9o 9o % 9 @Y 9o 9o 90 9o 9o 9o 9o 9o
999 94949494944 9o 90 90 9o [ @ @ 90 90 9o 9o 9o 90 90 9o @ 9: @ 9o 9o 9o 9o
9999 9B 49494949494 9o 90 90 qo [ Y@ @ 9o 9o 90 9o 9o 90 90 G0 I 9 % 9o 9o 90 9o
- = = = .
99999 aB@49 494944 9o 90 90 9o [0 G RY@ 90 90 9o 9o 9o 9o 90 90 |91 G Y@ 9o 90 9o 9o
9999999949494 9o 90 90 9o [ @ G 9o 9o 90 9o 4o 90 90 90 41 191 @Y 9o 9o 90 9o
9999499998499 4 9o 9o 90 9o 9o 9o 9o 90 [ G [ G 9o 9o 9o 9o 9o Go 9o 9o B @ %1 G
9999499949 aB494 9o 90 90 90 9o 90 90 90 |Gl [ @ 9o 9o 9o 9o 9o 9o 9o 9o [ % 9
9999499999984 9o 90 9o 9o 9o 9o 9o 9o [G 9o 9o 9o 9o 9o 9o 9o 90 91 G [N @8
9949494999999 9o 9o 90 9o 9o 9o 9o 9o [ G |G Y 9o 9o 9o 9o 9o 9o 9o 90 91 G [GE I

=
w

1RSB 2RSB

(4.2.41)
The idea of evaluating the free energy taking into account different levels of replica symmetry
breaking is not justified by a general principle, or a rigorous argument, but only by a deep intuition.
The obtained results are, however, in excellent agreement with the data. For the SK-model,
numerical evidences show that a full RSB is necessary, i.e. we have to proceed in the breaking of
replica symmetry ad infinitum. Note however that a full RSB is not always needed, and some
disordered systems requires only a finite number of steps. It might seem, being n — 0, that an
infinite number of steps is simply impossible. However, we can still proceed in a nonrigorous way
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4.2. Disordered systems, spin glasses and assignment

and note that, at the k-th level of RSB,

k

— ZQaB = Z mj+1)qj, mo=mn, mpe1 =1, L € N. (4.2.42)
7=0

In the previous equation, Qlaﬂ is simply the I-th power of the element Qg of the matrix Q. We
can define a function

k
i=1

where T, ) () is the indicator function. In the limit n — 0 we have that
n>mi>mo-->1—0<m3 <mo<--- <1, (4.2.44)

and therefore g(z) is defined in the interval [0, 1]. At the same time, m; —m,;11 — —dz and we
can write
x 1
- ZQaﬂ = Z mﬁl)ql LmasN —/ql(m)dx. (4.2.45)

j=0 0
From Eq. (4.2.30) and Eq. (4.2.34), we obtain

1
25+ 52F2 + —Inz[Q]. (4.2.46)
B "
Therefore we get for the energy and the susceptibility
_ * 1
= f = -2 (1+ Y ass Qaﬁ) S (1 - qQ(x)dm>7 (4.2.47a)
X=0nf=0 (1 + 20 Qaﬁ) B (1 — [Lg(x) dx) : (4.2.47b)

The complete expression for f in the full RSB scheme can be obtained after some computations
[21]:
1 1
_ B2T? 9 w?
8f =" |1+ [ @e)da - 20(1) W (0 Val w) 4 dw,  (4.2.48)

0

where the function P(z, h) satisfies the so called Parisi equation:

OP(xz,h) _ T?dg(x) [GQP(:E,h) . (aP(:v,h)

ox T2 dz Oh? Oh

)] . P(1,h) =In(2cosh Bh).

(4.2.49)
The function ¢(z) must be found extremizing the functional (4.2.48). This is a quite difficult task
but numerical simulations are in perfect agreement with Parisi’s solution when the limit 8 — 400
is taken.

The reason of the success of Parisi’s approach is that, in the thermodynamical limit, the free
energy of a spin glass has a multivalley structure in which many minima separated by infinitely
high barriers appear. The RSB is necessary to probe all these different valleys simultaneously and
this is the intuition behind the procedure. It is said that each valley corresponds to a phase, or
state, and ergodicity breaking occurs. To better understand this concept, let us introduce, for a
certain realization J = {Jij}, an overlap function between states of the system in the form

1
Qav = 57 Z GRS (4.2.50)
i=1
where (o) denote the average restricted to the state a. The distribution of the overlaps is
03(Q) =) wawpd(2 — Quy), (4.2.51)
ab
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4. Random optimization problems and statistical mechanics

where w, is the probability of being in the state a. In the Ising model, J;; = J > 0, for 8 — +o0
and h = 0 only two phases are possible and therefore

S(Q-1) 8(Q+1)

o) =—F—+—

(4.2.52)

In the SK-model we are interested, as usual, to the average over the disorder of g3, distribution of
the overlaps for a given set of parameters J,

0(Q) = 03(9). (4.2.53)

In the full RSB scheme, it can be proved [23] that the momenta of 9(2) coincide with the average
of the powers of ()o3, solutions of (4.2.26). In other words,

1

/ o(& )dQ_an ZQ / ") d, (4.2.54)

0
In particular,

1 q

/ Q)dQ = /lq dx—/qj—qu:x(q)z/g(Q)dQ. (4.2.55)

—1 —o0

where we denoted by 2(q) the inverse function of ¢(2). This equation stresses the strong relation
between the matrix of overlaps of replicas Q = (Qaﬁ)aﬁ and the matrix of overlaps of states

Q= (Qab)alr

4.2.3. THE SOLUTION OF THE RANDOM MATCHING PROBLEM BY REPLICAS

Let us now turn back to random matching problems, and in particular to the RMMP, both to give
an example of analysis of random optimization problems by means of statistical physics techniques,
and to complement the results on the RBMP that will be presented in Subsection 4.1.1. We will
follow, with slight modifications, the original paper by Mézard and Parisi [15].

As explained before, the RMMP is formulated on the complete graph Kopn. To each edge e of
the graph, we associate a weight w(e) extracted from a certain probability density function p(w),
independently from all other edges. Let us suppose that this distribution is exactly the same given
in Eq. (4.1.2), i.e

plw) =0(w)e™ ™. (4.2.56)

Labeling by {Ui}izl,mgN the 2N vertices of the graph, we denote the weight of the edge e = (Ui, Uj)
as w;;. The weighted adjacency matrix W = (wij), w;; = wj;, identifies a realization of our
problem. The cost of a matching on this graph can be expressed as

1
1<i<j<2N

whereas the optimal cost is given by

eMM,] = mNiln ‘MM = Unelgzlv N Z Wi 5(3) (4.2.58)

where Py is the set of all permutations of N elements. As before, the symmetric matrix M =
(mij)ij is such that m;; = 1 if the vertices v; and v; are connected, zero otherwise. We assume
m;; = 0 Vi. In a perfect matching on Ko, we have

> my=1, Vi=1,...,2N. (4.2.59)
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4.2. Disordered systems, spin glasses and assignment

Let us start writing down a “partition function” for our “system”, assuming CGM[M] as an
“energy” density functional of the “configuration” M, in the form

2N 2N
= 3|6 (13 | [ e
M |i=1 j=1
(4.2.60)

1)\
H/ dX; |:1_|_e*5N71wjk*i()‘j+)‘k)
i<k

where we introduced the Kronecker symbol ¢ (a, b) = 5a,b~ Observe that the average value of w;;
is W;; = 1, but the minimum weight in a set of N weights {w;};=1,.. n is distributed according
to

Pr {x < miin{wi}] = HPr[:r <w) =e N7, (4.2.61)

and therefore, min;{w;} = % The minimum weight appearing in the optimal solution gives a

contribution to the optimal cost scaling as %, due to the factor % in front of the expression of

the cost. The “energy scale” of our interest corresponds therefore to “temperature” regimes given
by ﬂfl ~ ﬁ For this reason, it is convenient to substitute
B+ BN2. (4.2.62)
We proceed using the replica approach. For n replicas, we need to compute

H I1 [1 e ANwik =i HAD) } I1 H [1 e BNwk— “*”W} (4.2.63)

a=1j<k j<ka=1

As in the SK-model, we can now proceed easily with the average over the disorder. In particular,

for N > 1,

11 [1 Jrefﬁng-ri(A;wAz)} R e SRR R A CO MY
a=1

p=1 1< <--<ap<n

After some computations [15], we get in the large N limit

J— n d o a _NB " 2 nz
Zn :/H H VBpdga,..a, o o1 P2 < <oy Togcap TN [q]’ (4.2.65)
V2N

p=la1<-<ayp

where

n 27re¢/\” d e . )
e (B2 o[ a5 5 o
0

a=1 p=loa1<--<ap

(4.2.66)

The saddle point equation gives

2 _1/ a1 e [e3
QOq...(xp = m<e (AT 442 p)>z’ (4267)

where (o) is the average computed respect to the measure defined by the partition function z[q].
In the following we will denote by Qal___ap the solution of the saddle point equation.
In the replica symmetric hypothesis Qq, ...a, = Qp,

r_ ﬁ - p— r —e" —G(w — = p— Qpea:p
—5f_—§§)(—1) 1Q§,+2_/ (e — oG >)dw, G(x)._;(—l) 17.

(4.2.68)
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4. Random optimization problems and statistical mechanics

Observe that Qp plays the role of an order parameter in this computation. Here, even in the
replica symmetric hypothesis, an infinite number of order parameters is necessary, contrary to
what happens for the SK-model.

The saddle point equation can be rewritten in terms of G(w) as

G(w) = % 700[1 —Jo (Qew;ry)] e Wy, (4.2.69)

where we have introduced the Bessel function of the first kind

P 2P

o (=1
Jo(@) =) “55s (4.2.70)
= 2% (p")
From the expression of f , the average cost at finite temperature W can be easily obtained:
S
(BM(B)) = 3 / G(w) e ™) dw. (4.2.71)

Remarkably, defining @(:17) = G(fx), in the limit 5 — 400 we can still write an expression for
the average cost of the ground state, i.e., the average optimal cost of the problem

+o0
- _ - 2 .
€N = lim GM[M,] = /G(w)e’G(w)dw: % G(w) =In (1 +e*). (4.2.72)

Moreover, Mézard and Parisi [15] were able to obtain the distribution p,(w) of the optimal weight
appearing in the matching as
—2w
e +w —1
po(w) = O(w) S ——2 = (4.2.73)
2sinh” w

Observe that this distribution is extremely similar to the one appearing in Eq. (4.1.15) (obtained
for the RBMP). By similar arguments, they also showed that in the RBMP [14]

2

@RBMP _ ]\}im W — % (4.2.74)
—00

We stress again that all the results above were derived for the first time using the previous
techniques and, remarkably, through a pretty straightforward approach.

4.3. THE CAVITY METHOD

In the previous Section we have shown, by an example, the power of the replica trick in the analysis
of the properties of the ground state (i.e., the optimal solution) in a random optimization problems.
In the approach above, however, there is no hint about the algorithmic procedure to find a solution
of a given instance of the problem. We might wonder if there is any technique in the theory of
disordered systems that can help us to solve a specific instance, besides the investigation of the
average properties. The cavity method [16, 17], introduced in the context of the theory of spin
glasses, provides an answer to this question.

4.3.1. GENERAL THEORY OF THE CAVITY METHOD AND BELIEF PROPAGATION

The cavity method is a quite general algorithm that successfully treated many random optimization
problems, including the assignment problem. In the present Subsection we introduce this method,
following the pedagogical expositions in [8, 9, 13].
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4.3. The cavity method

We suppose that our system is characterized by N spin-type variables o; € {—1,1}, i =
1,..., N, in such a way that o = {0;} fixes a configuration of the system itself. We assume also
that a Hamiltonian function for the system is given, in the form

H(o) =) E.(00a)+ ZWM). (4.3.1)

In the previous expression F, is a function of a subset oy, C o, whilst the functions W; depends
on one variable ¢; only (one body term). We can associate to the previous Hamiltonian a factor
graph, that pictorially represents the involved variables and the interactions. The factor graph is

a bipartite graph

Fg= Graph(Wavole;%% |°ya| =N, |WE| =M, ECV, X Vg, (432)
constructed as follows:
e we associate N “variable” vertices ¥, = {i}; to the N variables &, in such a way that
14> 055

e we associate M “function” vertices ¥g = {a}, to the M terms {E,}, in the Hamiltonian
(4.3.2);

e (i,a) € € if and only if 0; € 0g4.

Observe that no edge exists connecting two vertices of the same type. Moreover, for the moment
we consider implicit in the vertex ¢ the representation the possible contribution W;(o;) to the
Hamiltonian. For example, the Ising model on the two-dimensional lattice with zero magnetic field

H= Z JZ‘]‘UZ‘O'j, (433)
(i5)
has the following factor graph

e O e O e Ol e O
I O e O N e @ el = O

B O I O e B O e N @

where the square nodes are factor nodes and the circle nodes are variables nodes. The factor graph
is a good starting point to understand the cavity method. Indeed, the cavity method is based on
local modifications of this graph and on the study of the obtained new system with reference to
the old one. This is typically preformed in three ways.

Let us consider a Hamiltonian in the form (4.3.2), and suppose that (i,a) € € in the factor
graph. We can therefore define the following new Hamiltonian from Eq. (4.3.2)

N
Hazi(0:,) =Y Eo(oon) + Ealoby ™) + > Wi(oi). (4.3.4)
b#a i=1
This new Hamiltonian has N + 1 variables, o;, = o U {0;,}. In particular, a new variable,

0;,, appears. The second term in the Hamiltonian above needs some explanation. The notation
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4. Random optimization problems and statistical mechanics

Ea(o%:”“) means that F, is evaluated on its usual variables except for the variable o;, that must
be replaced with the variable o;, . This is the only term where the new variable appears. Observe,
for example, that no one body term is associated to o;,. Pictorially, this means that, in the factor
graph, we are “detaching” the node ¢ and the node a, inserting a new node, let us call it i,

connected to a:

S Z S

EO\E\ %in "f— \‘_@/(é%g

%@
=)
A\

000
o/
“tone
|

o2
T~

o
o
THR

Z DE\k\\\ ////p

H(e) Hayi(oig)

Similarly, we can remove a function vertex, let it be a, obtaining the Hamiltonian

N

Hy(o) = Z Ey(oay) + Z Wi(o;).

b#a i=1

The new factor graph has M — 1 function vertices. Pictorially,

O S AN P
0o oo o o o=
< @@ | o o-

H(o) Hy(o)

(4.3.5)

(4.3.6)

(4.3.7)

Finally, we can remove from the original factor graph a variable vertex ¢, writing the Hamiltonian

with N — 1+ |94

spin variables,

(o)=Y EBloa)+ Y, By +> Wilo;)

b: o, ¢oop b: 0;€ET9 VE)

&

(4.3.8)

In the previous Hamiltonian, we have introduced |(9Z| variables o;,, one for each value of b such

that 0; € og,. We denoted by o = (o \ {0;}) UU,. UiEaab{oib}. Pictorially, we have

- a

H(o) Hy(oy)
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4.3. The cavity method

The dashed vertices represents the new variables 0;,. Remember that we do not insert the one
body contribution for these variables.

The introduced three types of alteration of the original factor graph create, in all cases, a local
“cavity” and are indeed a sort of “local perturbation” of the original graph. For each of them,
we can write down the usual thermodynamical functionals. More importantly, we can define three
types of fields on these graphs that will play an important role. Let us first consider the system
described by the Hamiltonian in Eq. (4.3.2). Then we can always write

e*,@hio'

Prlo; = 0] = (bo,0) = 2 cosh(Bh;)

(4.3.10a)

Formally, h; plays the role of parameter of the distribution in Eq. (4.3.10a) over the site ¢, but it
is also a sort of local magnetic field, acting on the spin ;. Similarly, let us consider the system
described by Eq. (4.3.4). Then we define the cavity field h;_,, such that

eiﬁhiﬂaa
Pr [O-’i = O'] = <5‘71‘7>i74a = m. (4310b)

In the same system, we define the cavity bias u,_,; such that

e_ﬂuaaia

Prioi. =01 = COourdite = Feosh(Bunsy)’

(4.3.10¢)

Up to now, we have simply discussed deformed models of the original one with no reference to
the possible presence of disorder or to the specific structure of the factor graph. To proceed further,
some hypotheses are needed to relate the fields introduced above. In particular, we require that
the so called cavity ansatz holds.

Ansatz (Cavity ansatz). We assume that, in the N — oo limit, in a pure state the approz-
imations

< H 5‘7ib‘7>i = H <60'ib0'>i’ (4.3.11a)

bedi bedi
<H 5w> ~ 1T (60,0040 (4.3.11b)
j€da a4 j€da
hold for any variable node i and any factor node a. Moreover,
<60'ia0'>i = <5Uia0>i7£a’ (4.3.110)
<5Uia'>¢ =~ <50'z‘0>i74a' (4311(31)

As usual, in the previous expression we denoted by Ov the set of neighbors of the vertex v in
the factor graph. The cavity ansatz is sometimes called replica symmetric assumption. In other
words, the cavity ansatz requires that, in the cavity factor graphs, the correlations between the
two “sides” of the cavity are almost negligible. This happens exactly when the factor graph is a
tree (in this case, the cavity separates the tree in two, or more, new trees completely uncorrelated)
or if the factor graph has very long cycles and correlations decay fast enough on these long cycles.
With reference to Egs. (4.3.10), Eqgs. (4.3.11) are immediately rewritten as

7_,8%%&0 o e PWiloi) H 76_[3%%0 (4.3.12a)
2 cosh(Bhi_q) 2 cosh(Bup_s;)’
b;éa
e —Bua—io e BhJ*ﬂlUJ
0y, € PEal@0a) 4.3.12b
2cosh (Bug—si) x Z ¢ H 2 cosh( ﬂh]_m) ( )

T da
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4. Random optimization problems and statistical mechanics

The previous equations are called cavity equations. If W;(0;) = w;0;, then they can be rewritten
more simply as

hisa = w; + Z Up—s5 5 (4.3.13&)
beoi
b#a
Z exp _ﬁE Uaa 6 Z hJ—)a
1 o2y €00
ai = = In— = ha = 4.3.13b
Ugs 55 n (4.3.13b)
Z €xXp _ﬂE Uaa B Z h]—)a
O da j€Eda
oi=+1 L J#i i

Once that the previous values are found, it is easily seen that the free energy F' of the original
system can be written in terms of the free energy Fj.q, Fy and Fy of the system described by
Eq. (4.3.4), Eq. (4.3.6) and Eq. (4.3.8) respectively as

F F 1 1 e_ﬁ(hiaa'i‘ua—»i)a' 4 3 14
=Fiso G 2 Tooh(Bh) cosh () (4.3.140)
1 1 8E ( ) e_ﬁhi—nza'i b

F~F;—— “PFalT0a _ 4.3.14
i B nZe H 2 cosh(Bug—i)’ ( )

Oda i€da

Fe By L W) S 4.3.14

~p L —pWi(o 3.1
/ B " E{Zl 1 H 2 cosh( Bua_n) ( )

From the last equation in particular, and from the cavity equations in Egs. (4.3.12), we see that,
for a given a € 01

Pr[o; = o] o exp <—BW(JZ-) —Bo Y uH) = exp [0 (tasi + hisa)] . (4.3.15)

beo;

BELIEF PROPAGATION So far we have discussed the cavity method thinking to a spin system
and we introduced the fields {hiﬁa, ua%i}(i,a) as a sort of local magnetic fields on the edges.
However, the spirit of the cavity method is quite general. We can indeed formulate an algorithm,
called belief propagation, that can be used to solve combinatorial optimization problem. Suppose
that we have a model in N variables X = {xi}i:17.,_,N, taking their values in a finite set, and
suppose also that their joint probability has the form

1 M
= H Va(X0a), (4.3.16)
a=1

where by Xg, C X we denote a certain subset of the set of variables, depending on a, and by Z
a proper normalization constant. As in the case of our spin system, a probability measure of the
form (4.3.16) can be graphically represented by a factor graph,

F, = Graph(7,,7;€), |Tz| =N, [Vy|=M, €Ty x Y. (4.3.17)

Each function vertex a € ¥, is associated to the function %, (Xp,) and each vertex i € ¥ is
associated to the variable ;. We have that (i,a) € € if and only if z; € Xg,. Again, we can
define on each edge of this bipartite graph two functions, one for each direction in which the edge
can be crossed. In particular, for an edge e = (i, a), we define the messages

Visa(T),  Vasi(T). (4.3.18)
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4.3. The cavity method

The messages are elements in the space of probability distribution functions, subject to the nor-
malization conditions
d vina=1 Ya, Y vesi=1 Vi (4.3.19)

i€0a a€di

Proceeding exactly as in the case of the cavity method, we can write down an iterative “message—
passing” algorithm in which we update a message on an edge on the basis of the values of the
incoming messages on the tail of the directed edge. This means that we can write iterative equations
that are completely equivalent to the cavity equations above. These equations are called belief
propagation equations and they provide the recipe to update the messages. After ¢ steps, we have
that

vihu@) = ] visi), (4.3.20a)
bedi\a

vi@) =Y va(xoa) [ vlsala)): (4.3.20b)
Xga j€da
= jAi

After T iterations, we can write

of (@) ~ [ visi(@), (4.3.21)
a€di

It can be proved that, if the factor graph F, is a tree, Eqgs. (4.3.20) converge irrespectively of the
initial conditions, after at most

T* = diam(F,) (4.3.22)

*(x) be the limiting distributions. We have also that v} and v} are related to

the marginal distribution corresponding to the variable on the site ¢. Indeed,

vf (@) = Y px). (4.3.23)

xﬁéﬂ?i

steps. Let v} (z), v

The cavity method presented above is based on the idea that the structure of the factor graph is
tree-like (i.e., there are no small cycles) and variables are weakly correlated at large distances. If
these hypotheses are not satisfied, we cannot expect that the cavity method works. The existence
of strong long-range correlation among the variables suggest the existence of a highly correlated
phase and, therefore, the breaking of ergodicity in the phase space. To solve this fundamental
issue, Mézard and Parisi [16, 17] introduced the one-step replica symmetry breaking (1RSB)
cavity method. The 1RSB cavity method is not a rigorous method and it is still a very active
research topic. We will not discuss it here, despite the fact that it played a fundamental role in the
analysis of important optimization problems. The interested reader can find a modern presentation
of this technique in [13].

4.3.2. BELIEF PROPAGATION FOR THE ASSIGNMENT PROBLEM

Let us consider again our main problem, the RBMP, or assignment problem, on the weighted
complete bipartite graph Ky, v = Graph(7, U;§). As usual, we associate to each edge a weight,
w: (vg, uj) = ow;; € Rt and the cost function is

1
C@M[M] = N Zmijwij, (4324)
ij

where M = (m;;);; is a matching matrix, such that m;; = 1 if the edge (v;,u;) is an edge of the
matching, 0 otherwise. As known, the matching matrix must satisfy the conditions

N N
Zmikzzmkj:L k=1,...,N. (4.3.25)
i=1 j=1
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We can write a joint probability in the form of Eq. (4.3.16) for a given matching matrix M,
e—6N71n11j1ui_7

N N
MM)=115<§:muJ>5 > omil | ———p——, BER" (4.3.26)
ij  \i=1 j=1

A factor graph associated to this measure is easily constructed, the variables being the elements
m;; of the matrix M. For example, for N = 3 the graph K3 3 is

1 2 3
L=<
ST~
1 2 3

As the reader can see, the graph has many quite small cycles and this suggests that we cannot
apply the cavity approach, at least in its replica symmetric version. We will make however the
assumption that the cavity ansatz still holds. We will justify this strong (and counterintuitive)
statement later. Under this hypothesis and with reference to Eq. (4.3.26) and Egs. (4.3.20), the
belief propagation equations on the fixed point are

— _1mwij
Vij)—i(m) = i (m)e N ; (4.3.27a)
Vis@j)(m) =~ Z 0 m—l—kajJ Hv(kj)ﬁj(mkj). (4.3.27b)
{muy;trzi k#i k#i

To take the § — 0o limit, let us introduce, for each oriented edge €;; = (v;,u;) of the original
complete bipartite graph,
1 visaj)(1)

X(€;)==In . 4.3.28
(@) B Vi—>(ij)(0) ( )
For the same edge e € € we define also
- 1 Vi (ij) (1)
X (&) = = In L2222 (4.3.29)
v B Vj—>(ij)(0)
Through this change of variable the belief propagation equations become
1 ﬁwk i
Xtl@E)=—-=In) exp {j + BX (e ] , 4.3.30a
) =53 R (@) (43.300)
1 i -
Xt+1 (EU) = _B aneXp |:— Bju\jfk + ﬁXt(eik,):| . (4330b)
k#j
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Using belief propagation, we are eventually back to solve our problem on the original complete
bipartite graph. Being interested in the ground state, we have to take the 8 — oo limit. We
obtain the so called MIN-SUM algorithm for the assignment problem:

X(e,) = I&n [we; N™1 — X" (ex;)] (4.3.31a)
X @) = min [wieN ™! — X'(E)] - (4.3.31b)
J

For a given edge e € € we have two message functions, i.e. X (€) and X (€) and we have to update
both simultaneously. The criterion of occupancy of an edge can be easily identified observing
that, if (ij) is an edge of the optimal graph, v;_,;;)(1) ~ vj_;)(1) ~ 1 and, by consequence,
Vis(ij)(0) ~ v (55)(1) ~ 0, and therefore in this case

X (&) + X (i) > 0. (4.3.32)

On the other hand, if ¢;; is not an edge of the optimal matching, at the fixed point X(é;j) +
X (Eij) < 0. Our belief propagation equations suggest that the problem of finding an optimal
matching on the bipartite complete graph is equivalent to search for an optimal matching on an
infinite tree in the N — oo limit: it is indeed enough to write down the belief propagation
equations for the tree introduced by Aldous, see Fig. 4.1.1. Egs. (4.3.31) are perfectly identical to

Egs. (4.1.12), and the criterion in Eq. (4.3.32) is equivalent to the one in Eq. 4.1.13 observing that

N
in our case we have to replace w — wN ! 272 ). This fact partially justifies the success of

the replica symmetric cavity method for the solution of the assignment problem for N — oo and
the cavity method is indeed a rigorous approach for the investigation, as Aldous showed. However
the convergence for finite IV is not guaranteed. Indeed, Fichera [8] showed that, for finite N, after
a certain time {. the message functions enter in a quasi-periodic regime that however still allows us
to identify the correct solution. Moreover, if there is a nonoptimal matching M = (mij)ij differing
for one cycle from the optimal one M, = (mfj)lj and having

GMM] — GM[M?]

"
N — Zij MMy

<1, (4.3.33)

the algorithm converges very slowly.

Up to now, we did not introduce any randomness in the problem. Suppose then that {wij }z‘j are
i.i.d. random variables, distributed accordingly to the density distribution in Eq. (4.1.2). Compar-
ing Eq. (4.3.31) with Eq. (4.1.12), it is easily seen that the fixed point solution of the previous
equation X (€) is, up to a rescaling, the same function introduced by Aldous on the infinite tree
that we constructed in Subsection 4.1.1. It is clear that we may reproduce here exactly the same
computations, obtaining the same results. The cavity method is therefore able to provide both an
algorithm for the solution of a given instance of the random assignment, and the correct equations
for its probabilistic analysis.
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CHAPTER 5

EUCLIDEAN MATCHING PROBLEMS

5.1. EUCLIDEAN OPTIMIZATION PROBLEMS

In the previous Chapter we presented some random optimization problems on weighted graphs and
some useful tools for their solution. However, we did not discuss the effect of possible correlations
among the weights associated to the edges of the considered graphs, or we supposed explicitly that
no correlation at all was present.

In the present Chapter we will introduce Fuclidean correlations in our problems. Let us suppose
that the problem is defined on a graph G = Graph(%7/'; ). We will assume also that a connected
convex domain £ C R? is given and we will consider a map ®,

®: VU — Q such that v; € V — P(v;) =€, € Q. (5.1.1)

The map ® can be a random point process. We assume that a weight function w: € — R7T is
given in such a way that

wley) =w ([|& - &), e = (vi,v;). (5.1.2)

In other words, the weight associated to the edge (v;, vj) is a function of the Euclidean distance
IIg; — & j ||. Apart from this difference, the Euclidean versions of optimization problems on graphs
are formulated exactly as in the previous Chapter. In this thesis, we will analyze a particular form
of weight function (5.1.2), in particular we will assume

wley) = w®(ey) =wl? = & — &, peR". (5.1.3)
The asymptotic analysis of the optimal cost with weight functions in the form (5.1.3) has been
widely studied in the hypothesis that the points {£,}; are randomly generated on  [31]. In
particular, the asymptotic of the TSP problem was firstly analyzed by Beardwood, Halton, and
Hammersley [6], and subsequently by Redmond and Yukich [28]. In particular, let us assume that
we are searching for a subgraph 0 C G in a set of suitable subgraph § such that the functional

1

BIS] = — Z w(”)(e), S = Graph(7s; €s) € S, (5.1.4)
|QgS| e€EEs
is minimized, i.e.,
6[0] = min 6. (5.1.5)

The defined functional is homogeneous and translationally invariant, i.e.,

£ NE 4T
R

@[s] MNE[s], AeRT, reR% (5.1.6)

Redmond and Yukich [28] proved that the optimal cost (5.1.5) for the TSP and for the monopartite
matching problem on the complete graph Ko, embedded in the unit hypercube in d dimensions,
scales as N™@ for p > 1 for N >> 1.

Fuclidean optimization problems are of great interest, due to the fact that some optimization
problems are actually defined in the geometric space (consider, for example, the TSP to be solved
in a certain geographical area). The Euclidean origin of the weights in the graph is not relevant
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5. FEuclidean Matching Problems

for the solution of a given instance and the algorithms available in the literature obviously work
perfectly. However, the study in presence of randomness is more complicated. In random Euclidean
optimization problems, randomness is typically introduced in the embedding process of the graph
in €. In this case a probability distribution density is given on €2,

p: Q— R, /p(x) Atz =1. (5.1.7)
Q

We suppose then that N = |7| points, X = {£,}i=1,..n € §, are independently randomly
generated on ). We associate therefore to each vertex v; € ¥ a point &, at random. In this
way all quantities w(e), generated according to Eq. (5.1.2), are random, but in general an Fu-
clidean correlation appears, due to the correlation among the distances of the points. The average
procedure is therefore more subtle than in the purely uncorrelated case, and the point generation
procedure becomes of paramount importance. Once the points are generated, we can introduce the
empirical measure

N
1
- (d) (x —
pr(x) = - ijs (x—&)- (5.1.8)
It can be proved [14] that for N — oo the empirical measures pg converges to p almost surely.

5.2. EUCLIDEAN MATCHING PROBLEMS

Random FEuclidean matching problems on a domain © C R? will be the main topic of the
following Sections. In the present Section we first fix the notation and the terminology that will
be used throughout this Chapter.

EUCLIDEAN MONOPARTITE MATCHING PROBLEM In the random Fuclidean monopartite
matching problem (REM), we consider a matching problem on the complete graph Ko, assuming
that a point &, € (2 is associated to each vertex v; € V. The points {{Z}Z are supposed randomly
generated on {2, according to a given probability density function p, as in Eq. (5.1.7). We are
interested in the perfect matching M, C Ko that minimizes the functional (5.1.4),

G ] = % S w®(e), M= Graph(T; &) €8, (5.2.1)
eCéy

where w(®)(e) is defined in Eq. (5.1.3) and
S = {M | M C Kon perfect matching}. (5.2.2)

In the following we will denote the optimal matching cost by

(p,Em) ._ @@Ew) — i (p,EM)
G = G| = min G ] (5.2.3)

The average optimal cost will be denoted by

‘Y = 6™, (5.2.4)

where the average ® is on the positions of the points. Observe that the previous quantity strongly
depends on the considered domain {2, on the number of points N and on the distribution p.

EUCLIDEAN BIPARTITE MATCHING PROBLEM In the random Fuclidean bipartite match-
ing problem (REB), we consider a matching problem on the complete bipartite graph Ky n =
Graph(7,U;€), N == |¥| = || € N. Randomness can be introduced in two different ways.
We can assume that both vertices in ¥’ and vertices in U are associated to points in €2, ran-
domly and independently generated according to a distribution p: in this case we call the problem
random—random FEuclidean bipartite matching problem (RR-EB). If p(x) = ﬁ’ where || is
the Lebesgue measure of §2, the problem is called Poisson—Poisson Euclidean bipartite match-
ing problem. Another possibility is to associate, e.g., the vertices of ¥ to random points on {2
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FIGURE 5.2.1.: Optimal grid—random Euclidean bipartite matching with N = 100 on the square with open boundary
conditions for the same instance. The random points are generated with uniform distribution on the square: in
this case, the matching problem is called also grid—Poisson Euclidean bipartite matching problem. Observe that
for p = 1 there are no intersecting links.

and the vertices of U to a fixed lattice on ). If a square lattice is adopted, the problem is called
grid-random Euclidean bipartite matching problem (GR-EB, see for example Fig. (5.2.1)). If
the points associated to the vertices of ¥ are uniformly distributed on {2, then we say that the
problem is a grid—Poisson Euclidean bipartite matching problem.

As in the assignment problem, in the EB we are interested on the perfect matching M, such that
the functional

@ P EP) [y Z w'P (e), M= Graph(%;%y) € S. (5.2.5)
ee%m

is minimized. As in the monopartite case, w(p)(e) is given by Eq. (5.1.3) and

8§ :={M | M C Ky n perfect matching}. (5.2.6)
Let us denote by ¥ := {v; }i=1,n and by U = {u; }i=1,. n. We can write also wP) (v;, u;) =
w( P) A given matching can be umquely associated to an element o € P of the set of permutations

ij
of N elements, in such a way that

o <> M = Graph(Th; €n) € S <= (v, Uy(;)) € Bu. (5.2.7)

In the following we will use quite often this correspondence and the previous functional (5.2.5) will
be written as

® P[5 Z w? . (5.2.8)

We will denote the optimal matching cost by

‘@(p’EB) = min PP M = min €PFP[g]. (5.2.9)

MeS gEPN

The result of the average on the point positions depends on N, €2, p but also if we are considering
the RR—EB or the GR—EB. In the former case we write

B = ) (5.2.10)

where the average is performed over both sets of points. In the latter case we have instead

B = @B 5.2.11
N.d U on the grid ’ ( )

where, in the average procedure, one set of vertices is supposed fixed. Observe finally that, although
the EB appears as a slight variation of the EM, a crucial complication appears. Let us consider
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5. FEuclidean Matching Problems

for example an Euclidean matching problem on €2 and a certain partition UZ w; C . In a greedy
approach, in the monopartite case, we can always perform an optimal matching procedure inside
each w; leaving at worst one point unmatched for each element of the partition. In the bipartite
case, instead, it may happen that a relevant fraction of points remains unmatched for each w; and
therefore they have to be connected with points outside w;. This suggests that local fluctuations
in the number of points of different type in the EB can be relevant in the scaling properties of the
average optimal cost in a non trivial way.

SCALING OF THE AVERAGE OPTIMAL COST The scaling of the average optimal cost for the EM
can be directly obtained in the context of the general theory of Euclidean optimization problems
[31]. In particular, let us consider the unit hypercube in d dimensions,

Qq = [0,1] c RY, (5.2.12)

and let us fix the p(x) = 1 on this domain. It turns out that, for 0 < p < d, in the EM on Q4 we
have that (pREM) .
p,REM -z
%N,d ~ N ad, (5.2.13)
From a mathematical point of view, the treatment of the scaling of the EB appears more difficult,
in particular in low dimensions. We will treat exactly this problem for d = 1 later. For d = 2,
Ajtai, Komlés, and Tusnddy [2] proved that the average optimal cost scales as

N\ ?
BLRY ~ (r}V) : (5.2.14)

Observe that a logarithmic correction appears respect to the monopartite case: this correction is
indeed due to the relevance of local fluctuations in the number of points of different types. For
d > 3 and p = 1 Dobri¢ and Yukich [13] proved rigorously that

(M ~ N7 (5.2.15)

)

The previous result can be justified by an heuristic argument. Given a certain point in (24, its
nearest neighbor of different type is at a distance ~ %\/ﬁ’ and therefore we expect

BV ~ N7 (5.2.16)

This result is indeed confirmed by numerical simulations for d > 3. To our knowledge, however, no
further scaling properties of the average optimal costs for Euclidean matching problems are known
from a rigorous point of view. In the following, we will show that, using a proper ansatz, we will
be able not only to derive the correct scaling properties for the EB in any dimension, but also to
obtain the finite size corrections to the leading terms for d > 2.

5.3. RANDOM EUCLIDEAN MONOPARTITE MATCHING PROBLEM BY REPLICAS

The replica approach is, once again, powerful enough to help us in the study of the random EM.
The computation follows directly the method used for the RMMP but, as anticipated, in this context
a correlation between the different weights appears, due to the presence of an Euclidean structure
[21]. The idea, introduced once again by Mézard and Parisi [25], is to consider these correlations as
corrections to the purely random case, namely the RMMP. Mézard and Parisi computed the very
first order corrections, due to correlations among three different weights (two weights are always
uncorrelated). We try here to expand their results. We consider the problem on the complete
graph Ko embedded in the unit hypercube €2;. We assume also that the points are independently
generated on 4 with uniform distribution. For a perfect matching M C Koy, the cost function is
given by Eq. (5.2.3). In particular, let us introduce the adjacency matrix M for the matching M in
the usual way,

M= (mij)1gi,j§2N’ (5.3.1)
with the constraints
2N 2N
mi; € {0, ].}, mi; = Myjj, kaj = Zmik =1, Vl,j (532)
k=1 k=1
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5.3. EM via replicas

The functional in Eq. (5.2.3) can be written as

BPED )] = GPEM V] = Z mijw <P>, (5.3.3)
1<]
() —

ij
edge ¢ = (4,7). As in the RMMP, we start from the following partition function

In the following we will denote for simplicity by w;; = w;;’ = w, the weight corresponding to the

_BN%‘Fl(g(p,EM)[M] 2N 27Tei>\i dAz P . .
Zn(B) = E e = H 5 H [1 + exp (—BNdwij — i\ — z)\j)} .
M =17 i<j

(5.3.4)
In the previous expression we have properly rescaled the temperature 8 — SN a*1 to obtain a
finite average cost in the large /N limit (note that the average optimal cost scales as N ~@ in the
EM). As in the purely random case, we have to properly average over the disorder, and therefore
we proceed via a replica trick. The replicated partition function is

n 2N 27rei)\?d)\q n .
ZIT\II(B): HH/Tl HH {1+6Xp (—ﬁNﬁw”—z)\f—z)\?)}
a=1i=1 o% a=1i<j (535
L R DY
= HH/ T TT 00+ i (i, 2000,
a=1i=1 0 1<j

where we have introduced the function
I
uij(Ai, Aj) Zexp (—rﬁNgwij) > exp l—z’ > (N )\jm)] ) (5.3.6)
a1 <--<ar m=1

At this point, in the computation for the RMMP the average is performed easily and immediately,
using the fact that the weights are all independent random variables. In this case, however, this is
not true any more, due to the Euclidean constraint. The average is more complicated and we have

[ +uy)=1 +ZZHue—eXp ZZHue : (5.3.7)

1<j E=1S€SE ec%g E= lsegB e€bs

We have introduced the sets

E
8B = {s € 8g | s is biconnected} C Sg. (5.3.9)

2NZ2 _ N
Sg = {S = Graph(74;%s) | S C fon and |€s| = E}, |Sg| = , (5.3.8)

In other words, Sg contains all the subsets of different E edges in the set of edges of the complete
graph Kon. The set SEB contains, instead, all distinct biconnected subgraphs of §g. For a given
S e SE, the average must be performed using the following joint distribution

H/ddze> [16@we—lzl™) T 6“ (Zz) (5.3.10)

e€és ceZL(S) e€é.

ps({we}ees;) = (

where £(8) is the set of independent cycles ¢ = Graph(%;8.) in S. To evaluate [ [ g, te We
have therefore to compute an integral in the form

(H /dwe e”ﬁNSwe> ps({weteess), {re}e € IN. (5.3.11)

ecés
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5. FEuclidean Matching Problems

In the relevant limit of short links', the previous quantity can be rewritten as

‘B
1
NE,L <H /dwe e_TEBwe> pS({we}ee%s) - NL_EH e—'r’e,@we’ (5312)
e=1

ecés

where L := |£(8)| is the cyclomatic number. Using the Euler formula, £ — L = V — &, where
K is the number of components of the graph and V' = |%s|, we have that the contribution of
the subgraph S scales as N 1=V, Moreover, the set of subgraphs SE can be partitioned using the
equivalence relation of isomorphism between graphs. Let us call gg the generic equivalence class
containing all distinct biconnected subgraphs of Koy with E edges with the same topology with
FE edges and V vertices. Importantly, the average contribution of each element of the class is the
same. The number of elements in gg is’

(2N)!

2N — V)
In the following, we identify gg with its topology. If gg has some additional symmetry under the
exchange of vertices, Eq. (5.3.13) overcounts the number of elements of the equivalence class. A

certain correcting factor taking into account this symmetry, let us call it 0 (gg ), must be introduced.
Let us consider for example the graph topology

3

~ (2N)V for N > 1. (5.3.13)

For a given set {gi}izl,...,l\’ of points, we can arrange them in 4! ways but only 3! are really
different, due to the symmetry under the exchanges 1 <+ 3 and 2 <+ 4. For this graph o(g) = i.
Note that the factor o(g) does not depend on N. Finally, we can conclude that a given topology
gives a contribution of the order N.

We can therefore rewrite Eq. (5.3.7), up to 0( ) terms, as a sum over different biconnected
topologies, each one of order N, with proper symmetry factors

g(l—i—u” —exp[ /+61>o ‘Q 10{}’ @a } (5.3.14)

The previous result generalizes an analogue one appearing in [25] in which £ < 3 was considered.
Following Mézard and Parisi [25], let us introduce now, using a proper set of Lagrange multipliers
as,...,ar, the order parameter,

2 k
1 .
da;...ar = ﬁ E exp —1 E A,L-J s 1 S k S n, (5315)
i=1 j=

symmetric under permutation of replica indices. For a given topology g = Graph(7';6) with F
edges and V' vertices, we have in the notation above

Tcﬁwc

> ILu- QVNZ —— > 3 ] (5.3.16)

SEg ec r rel {a}}: {aB}; vV
We have denoted by r := {r.}. a set of F integers, each one associated to an edge of the graph.

The quantity
S Y ] e (5.3.17)

{a}};  {aP};vET

S}

We take into account that the occupied links are of the order N~ d.
2Indeed, there are
(2N)!
(2N — V)!
different ordered subsets of V' vertices in Kon .
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5.3. EM via replicas

must be read as follows. We associate 7. replica indices {a$}; = {af, ... ,aﬁc} to each edge e and
we construct the set of indices

aw) = |J {af}i, () =la() = > re. (5.3.18)

e: vee e: vee
Pictorially, we have for example

a(s)

-

45

1
15 15
1 4

The sum then runs over all different sets of replica indices. We proceed however adopting an
important, simplifying hypothesis. We assume that the solution is replica symmetric, i.e., that
the replicas introduced above are indistinguishable, and therefore

T— V N e_reﬁwe
Gorar =0 = Y [ e =2"ND 6nlgn)[] — 1T @) (5.3.19)
SEg e€Es r ec¥ € ver
Pictorially, we have
Aris+rys
> }s:(g
Arip+ri3+755 Aris+7rss
2 )1:9 'Kg
2 Tag 3
Driy+ry Arigtrag+ra,
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In the previous expression we have introduced the combinatorial coefficient ,,(g;r), number of
ways to select Y . Te (not necessarily distinct) replica indices, such that we can choose E sets R,
of them, e edge of the graph, satisfying the property

eNe #0 = R.NRes =0, |Re|=re. (5.3.20)
Note that 69 = 0. We denote by

6(g;r) = }ng}) - (5.3.21)
The averaged replicated partition function is therefore
n To© +zoo
zv = |11 /qu d gy, | e NP5l (5.3.22a)
k=1_" oo
—BS[Biq,q) = X(q)+2Inz(q) -2 (k>qqu7 (5.3.22b)
k=1
with
e TeBwe
A e~
) = ZQVU(g)Zgn(& H H Qr(v)
g r ec® : VEY
n—0 v N e oy e—TeBuwe
2250 2Ye(@) Y s@n) ][ — [[ ). (5:3.22¢)
g r ece ! vEY

The sum runs over all biconnected graphs g = Graph(%7/; €). The purely random link contribution
is related to the &/ = 1 contribution and omitting all other terms we recover the RMMP as mean
field approximation. Following [24],

27
n ixe d e n N aj
2In2(4) == 21In H / GT exp (Z <Z> Gr e Zj:l A )
a=1 r=1

(5.3.22d)
n—)O 20 95 / —ef _efG(m)> dz,
where we have introduced the function
e ~ Brz
T— QT’e
G(z) =) (-1) IT (5.3.23)
r=1 :
and we have used the fact that 1
oo, (~1)F
(Z) 20, n% (5.3.24)
The saddle point equations can be written as
eBm: G(x)
=/ / RCEE du, (5.3.25a)
(r —
and
Gw) = Y2 olg) | Y T [ I [ ra) i | £l
g vET \e€¥ V#v ﬁ
0
. %Kg[{ﬁ(ﬂﬁvl + Ty, — w”)}]] (5325b)
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5.3. EM via replicas

In the previous expression, we introduced the following auxiliary function, defined on the graph g:

Ky({ze}e) :=Zl (&:x ,H ] (5.3.26)

r

We can finally write down a general expression for the free energy at finite temperature as

— +oo +oo
FB) = lim 12" —eft_ ~G() ~G(a)
f(B) = 1\}511%0 NG 2 / (e e )dx—i— G(z)e dz

_Z 2Y0(g) [(H/dwen/dxv G’ () eG(z”)> pg({ﬁwe}e)Kg[{ﬂ(xa—sz — Wap) }H
) ) ' (5.3.27)

From the previous expression we have that

thdC@(p’REM) = thdelnC@(P EM) M = lim f(3). (5.3.28)

B—o0

5.3.1. MEAN FIELD APPROXIMATION

In the mean field approximation only the £/ = 1 contribution is considered (i.e., different weights
in the complete graph are considered identically and independently distributed). The E =
contribution is given by the only graph

1
g=y" . o(gr) = 5

for which, in Eq. (5.3.25b), we get

20(g1) [ [ et ; ( [ G’(x»ecw) 0 KBl +a—w)

p ) 9°
=2 // (W) @Kgl Bly+z—w)dydw. (5.3.29)
On the other hand, we have that®
Gnlgr;r) =r! <Z> 2290, n(—=1)""1(r — 1) (5.3.30)
and therefore
0Ky, (x) > e 2
_— = — —1)'—— =1-Jy(2e2 5.3.31
a.’l? Tzzl( ) (7"!)2 0 ( € ) ) ( )
where Jo () is a Bessel function of the first kind. The saddle point equations become
eﬁrac G(z
5.3.32
Y / o e (53.322)

9 _
= —2// P, (w) e W) %Jo <2 exp (W)) dwdy. (5.3.32b)

In the short-link limit
d
pg, (W) ~ —wr ™", Ygi= ——. (5.3.33)
1 p r(3)

3Indeed, we have (2) ways of selecting r replica indices out of n and r! ways of ordering them.
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5. FEuclidean Matching Problems

In the large [ limit, we have that

1-Jo (2 exp <ﬁ2"”>) 22, o(x) (5.3.34)
and therefore eq. (5.3.32b) becomes
4t T
d
G(z) = — /wrl e~ Cw=o) gy, (5.3.35)
pr(3) J

mean field equation for the function G. It can be numerically solved for given values p,d. The
mean field contribution to the average optimal length is therefore obtained from Eq. (5.3.27) in
the f — oo limit:

[e'e) +oo
lim NGy = /G(:c)e’G(m)dfo/ (G(x)—e*G(Ide. (5.3.36)

The previous equation and Eq. (5.3.35) show that, up to a rescaling factor, the mean field solution
for the EM with parameters p, d corresponds to the mean field solution of a RMMP whose weight

distribution has the form p(w) ~ ws ! for w — 0. Observing that, for a > 0,

oo

flz) = a/e_f(y_””) dy = f(z) =In (1 +e*"), (5.3.37)
0

then for p = d we can write down the explicit solution
1 G (5.3.38)
+exp| ——= 3.
r(¢+1)

lim N = = . (5.3.39)

[\

G(z)=In

and the average optimal length is

5.3.2. POLYGONAL CORRECTIONS AND ZERO TEMPERATURE LIMIT

We have shown that the leading contribution to the optimal cost is given by all biconnected graphs.
An analytic treatment for the entire set of these graphs is a formidable task. However, there is
a class of graphs with a special symmetry, i.e., the class of polygons, for which we can attempt a
computation that helps us to obtain a numerical recipe for the polygonal corrections [21]. Observe
that the triangular corrections have been already evaluated by Mézard and Parisi [25] in their
seminal paper on the random EM. The generic polygon Pg with E edges has E vertices and

1

o(Pr) = 5 (5.3.40)

Moreover, the distribution pp, ({we}e) is given by

prs({wete) = pe({wete) lH/dd ze 8 (we — ||z ] <Zz> . (5.341)

Here and in the following we will denote by e, e = 1,..., E, the e-th edge according to a given
orientation of the polygon. Therefore e and e+ 1 correspond to consecutive edges. The contribution
of Pg to the action is

E E
. Al . oF A —reBwe QT"’-’_T&*I
- BSElB;Q,Q =2 Z apE<r>€:Hle g r:[ o
2 Zd T d—1 QT +rer19r (k) 27T%
k ——-dk, X . (b.3.42
- PILAE / H 2 V= pye 6342
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5.3. EM via replicas

In the previous we have introduced

x k}2 2
gr(k') = Ed/ dele*’r’ﬁpoFl |:; ; —42:| dz. (5343)

As anticipated, we can proceed in analogy with the computation performed by Parisi and Ratiéville
[27] for the finite size corrections to the RMMP. We introduce the (2" — 1) X (2" — 1) matrix T(k)
whose elements are given by

Taa’(k) = 5&0&’:®Q\a|+|a’| g|a\(k)g\a’|(k)' (5344)

Here « is an element of the power set of the replica indices with cardinality || and

1 ifana =10
’— = . 4
Oanar=0 {O otherwise. (5.3.45)

Therefore the contribution of the polygon Pg can be written as

o0

255 / ke [TE (k)] d k. (5.3.46)

0

The diagonalization of the matrix T (k) can be performed through the classical strategy of Almeida
and Thouless [3], already adopted by [27]. In particular, we analyze eigenvectors with ¢ distin-
guished replica indices. It is possible to show that the contribution of the sectors ¢ > 2 is formally
analogous to the finite size correction in the random monopartite matching problem. The sectors
q = 0 and ¢ = 1 give instead a non-zero contribution, unlike in the purely random case where
their contribution is absent. We present below the proof of the final result.

DERIVATION OF THE POLYGONAL CONTRIBUTION  An eigenvector ¢ = (¢ )~ of the matrix T must satisfy the
equation

ZT&"/C’Y = Z Qlal+17V 9ol (F)g}y| (k)ey = Aca. (5.3.47)
¥ v: any=0

In the spirit of the classical approach of Almeida and Thouless [3], we search for eigenvectors c? with ¢

distinguished replicas, in the form

. _Jo if |a| < q, 5.3.48
Ca = d‘ia‘ if a contains ¢ — ¢ + 1 different indices, i = 1,...,q¢ + 1. (5.3.48)

For ¢ > 2, if we consider ¢ — 1 distinguished replicas, it can be proved [23] that the following orthogonality
condition holds: ]

q—j

S (o1t s

q—7 n—gq

k=0
i
||
as independent. Using this assumption, the eigenvalues of the original T (k)

The orthogonality condition provides a relation between all the different values d
1
lal?
matrix can be evaluated diagonalizing the infinite dimensional matrices N(9) (k) [27] whose elements, in the
n — 0 limit, are given by

showing that we can

keep only one value, say d

@ 1 1o L@+ 0L (0)Qartb 1/ ga(k)gs (k)
Ny (k) = (=1) T@T0 gt DG ra) (5.3.50)

In particular, for ¢ = 0 a direct computation gives

NG = (") ) Quianth) “% (<) LD 0 1 /5a () (5.3.51)
whereas for ¢ = 1 we obtain
NY® = (") 5 Qurs s (W) 2% N () + N + o(n). (5.3.52)
‘We have that -
o [TEW)] =) [(Z) - (q " 1)} tr {(N(q)(k))E} (5.3.53)
q=0
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We proceed distinguishing the case ¢ > 2 from the case ¢ < 2. For ¢ > 2, computing the spectrum of the
matrix N(@ for q > 2 is equivalent to the computation of the spectrum of M(Q)(k), that has elements

k a b a+b
R T

(5.3.54)
The eigenvalue equation for M(%) (k) has the form
o —1)elata)Bu
Ad® = 3 M (e = (-1 / LT F>(a+ 0 k) d (5.3.55)
b=1
where we have introduced _
2 e(bta)Bu— T3
e 2
oD (k) =y (P gy (k). (5.3.56)
b=1
The eigenvalue equation in Eq. (5.3.55) can be written as
AGD (u; k) = (—l)q/A(q)(u,v; k)@ (v; k) d v, (5.3.57)
where A (k) = (AD (u,v; k), is
oo
G(w)+G(v) _1)aeaB(utv)
AD (k) 1= e O E s Y (r()eT)!g”q(k)' (5.3.58)
a+ 2q)a!
a=1
In the n — 0 limit, from Eq. (5.3.53) we have therefore
n n E n n E
- or | (N@ (& ]: _1qE[ - ]tr[wk ]
SO0 (" )] e [(v0) ] = S [0 ()] e | (a0 w)
q=2 q=2
n—0 - 2q—1 E
AN, _)a(E+) 22T 2 4 { A (L }
Z( ) (1 —q) (A 0)
q=2
N 4g-1 [ @ E:| BN 4g+1 [ ) E
=nY ———tr [(ACDER)) |+ (-1)Fn Y ————tr [(ACTHD (k)7 | . (5.3.59
ZZq(leq) (A0 k) v Z2q(2q+1) ( () ( :
q=1 q=1
Here we used the fact that
1 if g =0,
(”) —( " 1) 2200 ) 14n ifg=1, (5.3.60)
a = n(-1)? = ifg> 1.

Let us now evaluate the contributions of the sectors ¢ = 0 and ¢ = 1. We have

i [(Z) ~ (qf 1)} tr [(N(q)(k))E} =tr [(N(O)(k))E} +(n—1)tr [(NU)(k))E} +o(n). (5.3.61)

We define the matrices M(®) (k) and M1 (k) as follows

a g (k) a a F(a + b)
MO (k) ==(—1)+? gZ(k)gNég)(k) =(=1) WQG_,_bgb(k), (5.3.62a)
- k) a T'(a+b T'(a+0b
M(Ei)(k) =(-1)"+* %EN&) = (—I)Q%wagb(k) +n(_1)aﬁQa+bgb(k)' (5.3.62b)

As in the ¢ > 2 case, we can introduce the operator A(® (k) as follows

u V) e (—1)e@But) o (K
(0) (1) 0 1) — go— SEEC@) >+G<>z( 1) ga (k)
AW (u,v; k) = Be 2 Tl
a=0

oo
G(u)+G(v)
= Yge~ 2 /Zd_loFl |:
0

k222 2
P } 9 (2«;55’) dz.  (5.3.63)

4 Oy

vl |

y=utv—zP
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=)
%%
Q.
\\@

FIGURE 5.3.1.: Hankel path in the complex plane.

having the same eigenvalues of M(9) (k). Therefore
r [(Nw)(k))E} — b [(M<0>(k))E] — tr {(A<0>(k))E] . (5.3.64)

Similarly, we have that the eigenvalues of M(}) (k) are obtained from

G(u)
= v . I'(a+b)Qatb9s(k) n\ . et n\ -
Nea = M (k)E = —1a—(1 7) = 7(1 7) ik)d
: ; 0z =3 (0= +2)a (1) duman
B (5.3.65)
where ¢(u; k) is given by
o] ebﬁu* G(2u)
(us k) = Z Tébgb(k) (5.3.66)
b=1
It is natural, therefore, to introduce once again the operator A(1) (k) defined as follows
~ G(u)+G(v) > _1)aeaB(utv)
AV (u,v;k) =B~ = Z ()eiga(k) (1 + E) = AO (u, v; k) + nB(u,v; k). (5.3.67)
I'(a)a! a
a=1
The operator B(k) introduced above is
_ G(wW+G(v) > (71)aea5(u+v)
B(u,v; k) == 2 g4k
(u,vi k) = fe T'(a+ 1)a! 9a(k)
oo
G(w)+G(v) — k222 wdv— 2P
=¥gBe” " = /zd—loﬂ[d ;— : } [Jo (263 =5 ) —1} dz. (5.3.68)
2
0

We have then, up to higher orders in n,

r [(N«»(m)ﬂ Y-t [(Nm(k))E] = tr [(A«»(mﬂ Y-l [(A<o><k) n nB(k))E}

= ntr [(A(O)(k))E} +nEtr {(A(‘))(k))E_l B(k)} (5.3.69)

We need now to calculate the 8 — oo limit, being interested in the optimal cost configuration. Let us
consider the ¢ > 2 contribution. First, we introduce the identity

Z i _ L e—(—Qq ln(*o“r% dc (5370)
L(r+29)r! 27
r=1

Ve

The path e, in the complex plane, is the Hankel path, represented in Fig. 5.3.1. This identity can be
proved starting from the Hankel representation for the reciprocal gamma function [1]

1 %

_ o ecmem-0 g 5.3.71

e . .3.
Ve

Using the identity in Eq. (5.3.70), we can rewrite Eq. (5.3.58) for ¢ > 2 as

AD (y, 05 k) =
I8y _ G(w+G(v) o w%_l - k2w% Ba(u-+v—w)—w—2 1n(,<)+M
— e~ p) dw ¢ d¢ oFl[d;77:|e q q 3
2 p 5 4
0 Ye

(5.3.72)
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To compute the 8 — oo limit, we perform a saddle point approximation, obtaining

CS = —q,
{ i 2lng (5.3.73)

Wsp = U+ UV — B

The saddle point has fixed position assuming that In ¢ = ¢S for some ¢t. Taking instead ¢ fixed and 8 — oo,
it is easily seen from Eq. (5.3.58) that

lim A (u,v;k) =

B—o0

{oo foru+v >0, (5.3.74)

0 foru+wv<O.

Indeed, only for u 4+ v — 2t > 0 the saddle point is inside the range of integration. For this reason, we take
g — ¢ fixed, obtaining the limit operator H(t, k),

B
) (W+G(w) K b
G(wW+Gw) d_ — P
H(u,v;t, k) = lim AD (u, 05 k) ~ Zd - 2 zr YoFy [ d’ z }H(z)
B—o0, g— 00 P 5 4
5*1 In g=t r=u+t+v—2t

(5.3.75)
Observing that ZZO:Q ﬁiq — f;oo d ¢ the contribution to the (rescaled) average optimal cost from the ¢ > 2
sectors is

d—1 E
@ E(%)d JJ & kA= tr [HE(t, k)] dtdk  E odd, (5.3.76)
0 FE even.

For the sectors ¢ = 0 and ¢ = 1 the 8 — oo limit can be performed quite straightforwardly. In particular,
using Eq. (5.3.34), we obtain the two limit operators H(0, k) and K(k),

d_q 2
G(wW)+G(v) - k2
AO) (03 k) 222 e T 2 OFl[d — Zp}e(x) = —H(u,v;0,k),  (5.3.77a)
2 r=u-+v
d 2 2
G(u)+G(v) P —_ P
B(u,v; k) B, —XaBe” 2 w—o [d ;—i] 0(x) = —BK(u,v;k). (5.3.77b)
d g+1 4
r=u+v

The contribution to the (rescaled) average optimal cost from the sectors ¢ =0 and ¢ =1 is

[e'e]

22Ty /kd_ltr [HE=1(0, k)K(k)] d k. (5.3.78)

& = Ve

0

Summarizing, the average optimal cost is given by

lim NGy = hm Nd%(p mf d) + Z ( @y 6 ) + non-polygonal terms, (5.3.79)
N—o0 o

2

As anticipated, the contribution € E) has an expression that is totally analogue to the one for the

(

finite size corrections computed in [27] for the RMMP, whilst € E) has no equivalent contribution in
that computation. In both expressions above, the function GG appears. The saddle point equation
for G is given by Eq. (5.3.25b). However, keeping the polygonal contribution only, we can similarly
write an equation for G in terms of the matrices H(¢, k) and K(k) as

G( )_/ ( ) _G(w_u)d _ eG(“) i 5€(El) + 5€g) _/ ( ) —G(w—u)d
R YT T2 206G TG | ) e v

E
2E 1 G(u)Ed i/kd X E—l
0

E-1
E=3 m=0

HE=1=m(0, k)K(K)H™ (0, k) — /HEtk)d dk.
0

uu
(5.3.80)
To proceed further, a numerical evaluation of the previous quantities must be performed. This

numerical investigation has been carried on in [21]. We refer to this work for the numerical details
and additional comments.
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5.4. THE MONGE-KANTOROVIC TRANSPORT PROBLEM

In the previous Section we discussed the REM wvia a replica approach: similar calculations can be
reproduced for the REB. The replica method is quite straightforward but sometimes a little bit
involved in the calculation. However, for the bipartite case a different approach is possible, and
moreover it is able to provide us the desired results with a little amount of work. This approach is
not rigorous but very effective, and it is inspired by the theory of Monge and Kantorovi¢ for the
transport problem. The Monge—Kantorovic problem, or optimal transport problem, is a kind of
“continuum version” of the EB. It is a well studied problem in measure theory and a large amount
of results were obtained in recent years [30].

Let us suppose that two non-negative measures pg (x) and pg(y) are given on RY, such that
the overall mass balance condition is satisfied

/ dpg(x) = / dps (). (5.4.1)
Rd IRd

Let us define also the set of maps

M(pa, pz) = { T: RY — R? /h(T(x))dp@(x) = /h(y)dp%(y) Vh € CO(RY)

d Rd
(5.4.2)
We suppose also that a cost function

w: RYx R » R (5.4.3)

is given. In the optimal transport problem, we ask for the map M € Ml (pg, pg) such that, given
the cost functional

GIT: pon, 0] = / w(x, T(x)) d pn (), (5.4.4)
e
we have that
Glox, ps] = B[M; pa, pg] =  inf  B[T;pg, pa)- (5.4.5)

TeM(px,Pm)

This problem is called transport problem and it was introduced in the 18th century by the French
mathematician Gaspard Monge. In the original problem, Monge [26] considered a finite set of piles
of soil and a finite set of excavation sites, both sets of the same cardinality. He wanted to find a
proper matching to minimize the transportation cost. Monge’s problem was, therefore, an EB. The
similarity between the continuous problem above and our problem is striking. In particular, the
transport problem appears as a generalization of the EB, in which empirical measures are replaced
with generic measures on a certain support.

The analogies, however, go beyond the formulation above. In the 1940s Kantorovi¢ [18, 19]
suggested a slightly different approach. He considered the set of transfer plans

My (pa, pa) = m:RYx R - RT / dn(x,y) = dpa(x), / dn(x,y) = dpx(y)

€R4 x€R4
(5.4.6)
and the relaxed cost functional
Cx [T pa, Px] = / w(x,y)dn(x,y). (5.4.7)
REXR
He asked therefore for the optimal transfer plan 71, such that
G [To; P, P3| = inf Bk |[T; P, P5]- (5.4.8)

Mk (Pz,P%)

As mentioned before, this problem is a weak formulation of the original Monge transport problem.
The formulation of Kantorovi¢ opens interesting and nontrivial questions, e.g. about the the exis-
tence of an optimal transport plan [30]. Moreover, the existence of an optimal transport plan 7T,
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does not guarantee that an optimal map M in the Monge sense exists. In some sense, the optimal
plans of Kantorovi¢ remind us the adjacency matrix M for a matching, but without the constraint
mg; € {0, 1}. Quite brutally, we will assume that an optimal map always exists. It can be proved
indeed that, if w is a continuous function on its support and some additional requirements® on
P (X), both an optimal transport plan and a corresponding optimal map always exist [4]. In the
following we will consider only cost functions in the form w(x,y) = w(x — y).

The formulation of Kantorovi¢ is interesting not only because it offers an alternative view on
the problem, but also because it suggests a road for its solution. He introduced indeed a dual
formulation, defining the following space:

H(w) = {(u,v)|u,v: R* 5 R, u,v € CO(RY), u(x)+v(y) Sw(x—y), (x,y) € R x R*}.
(5.4.9)
He asked for the couple (o, V) € K (w) that maximizes the following dual cost

A

Bic [, v; Pns O8] = / w(x) d p (x) + / o(y) d pa(y)- (5.4.10)
]Rd Rd

It can be proved [15] that, if w is uniformly continuous, such a couple of functions exists and,
moreover, they satisfy the following relations

{’LLO(X) = .infyG]Rd [U/(X - y) - 'Uo(y)] (5411)
Uo(y) = infyepa [w(x —y) — uo(x)] .
The correspondence between the previous set of equations and the belief propagation equations

(4.3.31) is remarkable. The relation between the couple of functions (u,, v,) and the optimal map
of the original problem M, is clarified by the following theorem [15].

Theorem 5.4.1 (Strictly convex cost). Let w € C1(R? x R?) a strictly convex function,
i.e.,
wlaxy + (1 —a)xz) < aw(x1) + (1 — a)w(x2), a€(0,1). (5.4.12)

Then an optimal map M for the original plan exists almost everywhere and it satisfies the
following differential equation

Vw (x — M(x)) = Vu,(x). (5.4.13)

Moreover,
G [Uos Vo; Por, Pp] = BM; pep, Pep]- (5.4.14)
If the cost function w is not strictly convex (e.g., w(x) = |x|), then the uniqueness of the map

is not guaranteed.
If the cost function w is strictly convex, we can also write a differential equation for M in the
form of a change-of-variable formula (sometimes called Jacobian equation)

dpg (x) = d pg(M(x)) det Jnm(x), (5.4.15)

where Jpp(x) is the Jacobian matrix for the map M. This formula does not hold in general for
non convex costs. Note that the optimal map is not usually “smooth” and the meaning of the
Jacobian matrix itself must be clarified. The validity conditions of the Jacobian equation (5.4.15)
are pointed out in the following theorem®

Theorem 5.4.2 (Jacobian equation). Let be pg, pg two non-negative measures on R?. Let
us assume that

e dpg(x) = pg(x)d?z, where pg(x) € LY(RY);

4In particular, it is required that pg (x) has no atoms. In measure theory, given a measurable space (m, )
with m measure on the o-algebra X, A C X is called atom if m(A) > 0 and VB C A measurable such that
m(B) < m(A), m(B) = 0.

5A more general statement can be found in the monograph by Villani [30, Chapter 11].
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e Me */u(pgiv p%)’
e 3% C R? such that pg(x) = 0 almost everywhere outside > and M is injective on ¥;

o M is approzimately differentiable’® on ¥ almost everywhere.

If VM(x) is the approzimate gradient of M, then by definition Jyp(x) == det [VM(x)| and
Eq. (5.4.15) holds.

Working with strictly convex potentials and compact submanifolds of Rd, the hypotheses of the
previous theorem are satisfied. As an important particular case, let us consider the following cost

function:

wx—y)=[x-yl* xyeR (5.4.16)

where ||®| is the Euclidean norm. The cost is strictly convex. We suppose also that two measures
are given on R? such that

dpg (x) = pa(x)d?z, deg(y) = ps(y)d?y, (5.4.17)

such that pg (x), p(x) € L*(R?). The optimal map is a minimum of the following functional

LM, A] = / [||x — M(x)||> + A(x) (pe(M(x)) det Jpp(x) — pa (%)) | d% (5.4.18)
R4
where \(x) is a Lagrange multiplier. A direct computation of the Euler-Lagrange equations gives

that
M(x) = Vo(x) (5.4.19)

for a certain (convex) potential ¢. In other words, in the quadratic case, the optimal map can be
expressed as a gradient of a convex potential. The Jacobian equation assumes the well known
form of a Monge—Ampére equation,

pin (%) = pn(V(x)) det Hg](x), (5.4.20)

where H[¢] is the Hessian matrix of ¢. This equation will be extremely useful in the what follows.

5.5. ANSATZ FOR THE EUCLIDEAN MATCHING PROBLEM

Inspired by the Monge-Kantorovi¢ theory of optimal transport, and in particular by the Monge—
Ampeére equation, we try to obtain useful information on the discrete problem for any dimension,
through a proper regularization procedures, under the assumption of a quadratic cost. In particular,
let us consider the random EB on the unit hypercube,

Q=Q,=10,1%c R% (5.5.1)

We suppose that two sets of IV points, let us call them R = {r;};=1n and B = {b;};=1._n,
are generated with uniform distribution on the hypercube, p(x) = 1 (Poisson—Poisson matching
problem). As usual, we randomly associate the vertices of the complete bipartite graph Ky n =
Graph(7',U;€) to the points on g4, let be

L EV — r,€R, i=1,...N, (5.5.2a)
w €U = b, eB, i=1,...N. (5.5.2b)

We want to find the optimal map M, : Qg — €4 that minimizes the following functional:

N
1
2,EB — 2
®ZED M) = NE [M(r;) — 142 (5.5.3)
i=1
See, for example, [30] for a rigorous definition of approximate differentiability and approximate gradient.
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5. FEuclidean Matching Problems

The distance ||e]| is the Euclidean distance on the domain 2 evaluated with periodic boundary
conditions. This means that, to be precise, we are considering the matching problem on the d-
dimensional flat hypertorus, T¢. The map M, must be searched in the set of suitable maps, given
by

S = {M Qg — QdHO' € Py such that M(I‘z) = bg(i) Vl} (554)
We can associate to the set R and to the set % two empirical measures respectively
1 N
pa(x) = ; S(x—ry), (5.5.5a)
1 N
pa(x) = N§6(x—bi), (5.5.5b)

such that pg (x), pg(x) Moo, p(x) = 1 weakly. The difference between the two densities
0(%) = pin () — p(x) (5.5.6)
has corresponding Fourier modes given by

R N e—2mikr; _ o—2mik-b; .,
ok) =>" ¥ ., kez® (5.5.7)

i=1

A suitable map M € § is therefore a map between the two atomic densities (5.5.5) that minimizes
the following transport functional

€M, pa) = [ = M) i) (5.5.8)
Qaq

| =G =S

The functional in Eq. (5.5.8) is identical to the the cost in Eq. (5.5.3). An optimal map M, is
such that
6[Mo; pg, pe] = min 6[M; pa, pa]- (5.5.9)

Neglecting for a moment the high nonregularity of our measures, we have that, for a quadratic cost
as in Eq. (5.5.8), the optimal map can be expressed as a gradient of a scalar function ¢(x), see
Eq. (5.4.19). We write therefore

M(x) :==x+ p(x), p(x)=Ve(x). (5.5.10)

We impose also the Monge-Ampere equation (5.4.20),
2

P*p(x)
axiazj) , (5.5.11)

where I = (d;5)i;. In the limit N — 0o we expect that the optimal map has |pu(x)| < 1.
Indeed, the two empirical measures converge weakly to the same uniform measure and therefore
M, (x) — x. Under this working hypothesis, the Monge-Ampére equation can be linearized as a
simple Poisson equation,

pa0x) = g (x-+ Tt et (T4

Ap(x) = o(x). (5.5.12)

The previous equation has only one non trivial solution on the d-dimensional hypertorus and
therefore identifies uniquely the optimal map. Substituting in the equation (5.5.8) the solution,

we have that for the optimal map M,

5(k) 2
BV M) ~ B[My; par, pa] = Y %- (5.5.13)
kEZd\{O} 471— ||k||

Our hypothesis is that the previous quantity, for N > 1, captures the leading terms of the exact
optimal cost of our original matching problem. In particular, observing that
2

009 = + (5.5.14)
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5.5. Ansatz for Euclidean matching problem

T T T —0.155
® Numerical data
0.166 | — Fit
zle  —0.16 | i
= |
éﬂ. = °
%92 0.164 | 4 :2 [ ¢
= ¥ —oaesf g .
<
0.162 | 4
—0.17F — ]
| | | | | | | | | | | |
0 0.5 1 1.5 2 2.5 3 0 0.5 1 1.5 2 2.5 3
N1 1072 N1 1072
(A) Numerical results for %](\?’fn). (B) Numerical results for N%](\?’fn) — %.

FIGURE 5.5.1.: Numerical simulations for d = 1. We averaged the optimal cost of the EB given by an exact algorithm
[12] for system sizes up to N = 2048. The fit was performed using a fitting function in the form of Eq. (5.5.17).

we obtain our expression for the average optimal cost [11]

1 1
eV e e Y (5.5.15)
’ TN czavioy K
€Z\{0}

ONE DIMENSIONAL CASE Let us consider the quadratic random EB in dimension d = 1. In
low dimensions, that is for d = 1,2, fluctuations of the density of points are dominant and the
scaling of the cost is expected to be anomalous. Moreover, for d = 1 the optimal cost is also not
self-averaging [17]. The one-dimensional case is the simplest application of our formula and we

obtain straightforwardly
(2,RR) __ 1 i

This result is exact. In the next Section we will prove the equivalent result for the GR-EB using
a different approach. We numerically checked the validity of our prediction. In Fig. 5.5.1 we show
the perfect agreement of numerical results with our formula. In particular, the fit for N C@J(\%im)

was performed using the three parameters fit function

NORNE
Fi(N) = —_— 4+ = 5.1
(N) =c1 + N + IE (5.5.17)

From a least square fit we obtained the coefficient ¢; = 0.166668(3), in perfect agreement with
our analytical prediction. Once verified the validity our theoretical result, we used it to extrapolate
the subleading coefficient cgl), fixing ¢; = % and using the fitting function F} (V) with two free

parameters (see Table 5.1).

HIGHER DIMENSIONS For d > 2 the sum in Eq. (5.5.15) diverges. To regularize it, let us
introduce a proper cut-off in the momentum space, i.e., let us consider only the element of the sum
with
1

d/N :
The cut-off above has a clear meaning. Indeed, for finite N, ¢ is the characteristic length of the
system, being of the order of the distance between two points of different type. Clearly 27~ —
+00 for N — +00. We introduce a regularizing smooth function ®(z) such that ®(0) = 1 and
limy s 1 oo ®(x) = 0. The function has to decrease rapidly enough to make the series

L % <27r||n||> (5.5.19)

2 _
peiiioy Inl? - \ 2l

2
k|l < 777 (= (5.5.18)
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converge. Let us denote by
Na(r) = |{x e 24\ {0}]||Ix]| < r}!, (5.5.20)

the number of lattice points (excluded the origin) in a ball of radius 7 centred in the origin in
dimension d. Then, for arbitrary a € (0,1), we can write

2 ||k1|2(I) <%> - Rhinoo/Rm ¢ <\/kﬁ> [aﬁiﬁ’“) - Edkdl] dk

keZ\ {0}

) R
. . 1 [ONa(k) _
d—3 171 L _ d—1
L NT zd/cp(k)k dk_ngnoo/kQ{ S = Tk dk
i’;ﬁ a

oo

+N%zd/¢(k)kd—3dk. (5.5.21)

a

I~

To proceed further, we have to distinguish the d = 2 case from the d > 2 case. Let us start
from d = 2. In Eq. (5.5.21) we have

f[mv;]ik)_“}dk Mo(k) — 7k —ﬂkQ

JVQ — 7'l'k‘2
/ %3 dk. (5.5.22)

a

Both the first and the second term are finite in the R — oo limit due to the result of Hardy and
Ramanujan [16]

No(E) — wk? < 14 2V2rk. (5.5.23)

Therefore we have

ey Mok VN T ok
> T ( ) / 2k3 dk+27r10g7+277/T . (55.24)
1

kez?\{0}

Eq. (5.5.15) for the case d = 2 can then be rewritten as

(2,8R) _ In N cgl)

~ 9.5.25
N2 TN N ( )
where cgl) is some constant. To our knowledge the result
N%(Q,RR) 1
lim —22 = (5.5.26)

N—ooo InN 2T

is new to the literature. The validity of Eq. (5.5.25) has been confirmed by numerical simulations.

In Fig. 5.5.2 we fitted our numerical data for NV %(2 RR) using the function
L ( )
Fy(N)=coIn N+ + 1 QN. (5.5.27)
The m correction was suggested by the plot in Fig. 5.5.2b. From a least square fit we obtained
2mce = 1.0004(6), (5.5.28)

in perfect agreement with our analytical prediction. Once verified the theoretical prediction for ca,

we used it to extrapolate the subleading coefficient Cél), fixing co = % and fitting the other two
parameters (see Table 5.1).
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5.5. Ansatz for Euclidean matching problem

0.134 F =
1.5} ] )
ici50.152 B *
B "
a  1f 8 =
® 2 013] i
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® Numerical data 0-128 1 i
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N—l N—l
(A) Numerical data for NC@I(VZ";R), (B) Numerical results for N‘@I(\]?:;R) — N,
FIGURE 5.5.2.: Numerical simulations for d = 2.
Dimension
d=1 d=2 d=3 d=14 d=5
i{ (1) 1 i —0.45157 —0.28091 —0.21423
Gy d 6 o . R . R . A
cd 0.166668(3)  0.15921(6) 0.66251(2) 0.571284(6) 0.584786(2)
W —0.1645(13)  0.1332(5)  —0.4489(16)  —0.282(4)  —0.2139(13)

TABLE 5.1.: Results of numerical simulations for p = 2. In the first line the analytical predictions for ¢i, c2 and
cill) for d > 2 are presented.

For d > 3, the last term in Eq. (5.5.21) is finite but cannot be explicitly computed since it
depends on the choice of the regularizing function ®. Unfortunately, it corresponds exactly to the
leading term in the cost. We write therefore

ca=%q [ ®(k)ki3dk. (5.5.29)

We name instead

—+oo
o [ [0Nak) ] dR
0

It can be shown that 24 = (4(1), where (4(1) is the analytic continuation to the point s = 1 of
the Epstein zeta function

Cals) = Y o for éRs>g. (5.5.31)

2s
o TKI
After some computations [11] we obtained the result

—+oo

Eq=Ca(l) =7 % —1+ / (1 + z%—Q) (0%(z) — 1) dz| . (5.5.32)

In the previous expression, ©(z) is defined by

0(z) = io e = 95(0;4z), (5.5.33)

n=—oo
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FIGURE 5.5.3.: Numerical simulations for d > 2. We verified the validity of Eq. (5.5.35) with numerical simulations
on systems with sizes up to N = 10648 in dimension d = 3, N = 14641 in dimension d = 4 and N = 32768 in
dimension d = 5. The scaling exponents 4 are readily confirmed to be the exact ones.

where J3(7; 2) is the third Jacobi theta function. Therefore we finally have that for d > 2,

(2rR) _ _2 0 Ga(1) 1
By ~cN 1+ 52N +o N/ (5.5.34)

The expression for (4(1) is given by Eq. (5.5.32), while ¢4 has to be determined numerically. Note
that for d — +00 we recover the correct mean field scaling behavior already analyzed by Houdayer,

Boutet de Monvel, and Martin [17] for the average optimal cost C@J(me) of the random assignment
problem. Observe indeed that

4/ 379 (2,RR) -~ Cd(1> 1 g d— o0
VNG (d) > cat g gy qa=1o 5 L (5.5.35)

However, for finite d, the scaling behavior can be very different from the mean field one [27]
that Houdayer, Boutet de Monvel, and Martin [17] used to fit the Euclidean optimal cost. The
predictions above were confirmed by proper numerical simulations (see Fig. 5.5.3). We fitted our

numerical data for VN 2‘6}3’;R) using the function

2)
Fy(N) = cq+ VN + % (5.5.36)
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5.5. Ansatz for Euclidean matching problem

5.5.1. CORRELATION FUNCTIONS FOR THE REB

Let us now discuss a different aspect of the REB. Let us consider again the optimal matching field
1, (ri) = by ;) — 14, (5.5.37)

with 0, € P optimal permutation that minimizes the functional in Eq. (5.5.3). Eq. (5.5.3) can
be written, in particular, as

N
1
CEp) = = D () |* =€ o], =Dy —ri o € Py. (5.5.38)
=1

Let us analyze the correlation function of the optimal matching field in the EB with quadratic
cost, defined as

Ca(x) = po(ri) - po(r;) : (5.5.39)

r;—r;=Xx

To avoid boundary effects, we will work on the unit hypertorus T (i-e., we will consider periodic
boundary conditions) and we will assume that the random points are generated with uniform
distribution on the hypertorus.

To obtain the quantity in Eq. (5.5.39), we will generalize our ansatz, following [10]. The gen-
eralization is quite straightforward. Using the Poisson equation (5.5.12), obtained by a proper
linearization of the Monge-Ampére equation in the large N limit, we can write down an expression
for the correlation function assuming that

Bo(x) = Vo(x), Ap(x) = o(x). (5.5.40)
Here g is given by Eq. (5.5.6). As mentioned above, being de o(x) ddx = 0, Eq. (5.5.12) has a
unique solution on the compact manifold Td, given by
p(x) = /Q(y)Gd(y,X) d’y, (5.5.41)
Td

where G is the Green’s function for the Laplace operator A on the flat hypertorus Td, ie.,

AyGa(x,y) = 6D (x —y) — 1. (5.5.42)

In a Fourier mode expansion, we can write

e27rin-(x7y)
Gix,y) =Gylx—y)=— Z — (5.5.43)
weiioy An[n]
We have finally that
Ca(x —y) =Vo(x) - Vo(y)

(5.5.44)

= / V2Ga(z — X) - VuGa(w — y)o(z)o(w) d? zd? w

where we used the fact that periodic boundary conditions are assumed and Eq. (5.5.41) holds.

We distinguish now two different cases. In the RR—EB (here Poisson—Poisson EB) both the points
of R and the points of 9B are random points uniformly distributed on the considered domain. In
this case

— s D(x—y)—1
o(x)o(y) = Z%, (5.5.45)
and therefore the correlation function is
2
Ci'(x —y) = =y Galx —y). (5.5.46)

In the GR-EB (here grid-Poisson EB) we suppose that N = L%, for some natural L € IN, and that
one set of points, e.g. the set R = {r;};=1,... n, is fixed on the vertices of an hypercubic lattice,
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5. FEuclidean Matching Problems

in such a way that {r;},—1 . {L|k € [0, L ]Nd} The set B = {b;}i=1
instead obtained as before, con31der1ng the pomts uniformly randomly generated. In this case we
have

.....

—_ 1 (x —r; 5@ (v —p
ox)e(y) = 0 (x —y) + oA Z ) = by =r;)
8 (x —r;) + 0D (y — 1))
— . 5.4
> N (5.5.47)
The correlation function is therefore
1
Ci"(x —y) = = Galx —v). (5.5.48)

We will consider also the correlation function for the normalized transport field, i.e., the following
quantity:

Lo Be(x) p(y)
@ =¥ = el Tl (5.549)

Note that p,(x)]| [J,O(X)”_l lives on the d-dimensional unit sphere. To compute the correlation
function (5.5.49) for the normalized field in the RR case, we assume a Gaussian behavior for the
joint probability distribution of two values of the optimal transport field, and therefore we have

L2 (k)
// L — % iy d% pi, (5.5.50)
el (or i)

where

M2

p= (“1> (5.5.51)

and X(x,y) is the covariance matrix,
ov) e (o) -1 (x)  po(X) - po(y)) — ( C3%(0) Ci*(x—y)
2eey) = (G e sem) = (i o)) 6552

The case d = 1 is peculiar and was first solved by Boniolo, Caracciolo, and Sportiello [7]. Let us
consider d > 2 and introduce

o)
= S0y (5.5.53a)
Ci"(x—y)
=4 - .5.53b
det X(x,y) (5:5.53b)
Observe that o
lim 2= gim GEX=Y) (5.5.54)

N—o00 A N—00 OgR( )
Indeed, NCE*(x) is finite for X # 0, whereas NCE*(0) ~ N'=4 for d > 2, NC**(0) ~ In N
for d = 2. We have therefore that, in the notation above,
1

and

B 2or?2 (4t B2\ 2 d+1 d+1 2
P =2y () P e
dr? (%) S+1
2
v 2 (L) ape-y) oo
B_,o d r(d) C@(Q,RR)
A 2 N,d
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In the previous expression, we have introduced the hypergeometric function

ab 2 (@)n(b)p 2" IF'(a+1)
F; 12| = —_— ni==—" . 5.5.57
? 1{072] nz::() (€)n nl’ (a) IF'(a—n+1) ( )
In the GR case, the correlation function for the normalized field has the same expression, i.e.,
2
. 2 (T(EL)) Co*(x—y)
GR 2 d
SHx—y)== ( v TR (5.5.58)
d I (5) cg](\?:;fi)

Finally, for d > 2 we can compute also the so called wall-to-wall correlation function. In the
RR case it is given by

T (T G
wit(r) =1 /dmi cg“(r,xz,...7$d):—d< ré) ) 2w (5.5.59)
N,d

=2\

Similarly, the computation for the GR case gives

ﬁ / 2 (T (=) au(r)
Wik(r) = /dxi St (ry ey ..y xg) = —= < 2 ) . (5.5.60)
=2\ INT(E) ) ey

Let us now analyze in details the solutions for different values of d.

ONE DIMENSIONAL CASE In Section 5.6 we discuss an exact solution of the one dimensional
matching problem in the GR case. Let us consider now the RR case, remembering that similar
considerations can be carried on for the GR case. We have that

e2‘n’inr r
Gir)=-Y" SR S i P (5.5.61)

n#
It follows from Eq. (5.5.46) that
1—6lz —y[(1 - |z —y])
CH(z —y) = . 5.5.62
'z - ) e (55.62)
Note that the average optimal cost is
or(0) = 851 = & (5.5.63)

In the GR case the results of Section 5.6 are easily recovered. Boniolo, Caracciolo, and Sportiello
[7] obtained the correlation function for the normalized matching field as

1—6z(1 —x)

2
A (z) = §*(x) = — arctan 5.5.64
P =t =2 V122(1 —2) (1 — 3z(1 — z)) ( )
TWO DIMENSIONAL CASE For d = 2, we have that
1 .
Go(r) ==Y —— ?minT, 5.5.65
2 (r) ;)W”nlg (5.5.65)

The Green’s function G can be expressed in terms of first Jacobi theta functions [20]. From
Eq. (5.5.46) we have simply

2G
() = — 26200 (5.5.66)
N
In the GR case, we have as usual
1
CS*(x—y) = 3 M (x—y). (5.5.67)
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FIGURE 5.5.4.: Laplacian Green’s function Ga(r), r = (x,%), on T2
Observe that the previous expressions contains no free parameters and therefore a direct comparison
with numerical data is possible. We present our numerical results both from the GR case and the

RR case in Fig. 5.5.5a. As explained in Section 5.5, a proper regularization led to the correct scaling
for the average optimal cost,

2R 1 /(InN 1R 1 1RR) (1
By = C5(0) = & <2ﬁ +eh RR)) +o (N> e = oD = 0.1332(5). (5.5.68)
A numerical fit of the optimal costs for d = 2 for the GR EBMP gives
2,G 1 In N 1,6 1 1,
By = C540) = o <2W +eh R)> +0 (N) L B = 0.3758(5). (5.5.69)

The correlation function (5.5.49) for the normalised matching field in the RR case has the
expression (5.5.56),

" O (x—y)
N,2

The only free parameter in this quantity is CGJ(\?’QRR). Inserting the value obtained in Section 5.5,

Eq. (5.5.68), we have the theoretical prediction in Fig. 5.5.5b. Similarly, we can write down the
form of the correlation function for the normalized transport field in the GR case, ¢§"(x — y). In
particular, using Eq. (5.5.69) in Eq. (5.5.58) for d = 2, we obtain the theoretical curve depicted
in Fig. (5.5.5b), where, once again, an excellent agreement is found with numerical data.

Finally, let us compute the wall-to-wall correlation function. The theoretical prediction in the
RR case is given by Eq. (5.5.59),

7TG1(7")

WRR(T,) _ )
2 aNGZEY

(5.5.71)

In the GR case, instead, we have

G (r
W3 (r) = —71(2_(3R). (5.5.72)
ANGY

Numerical results both for the RR case and for the GR case are presented in Fig. 5.5.5¢c and

Fig. 5.5.5d. The values of the average optimal cost in the corresponding cases, Eq. (5.5.68) and
Eq. (5.5.68), fix completely the expression of the wall-to-wall correlation function.
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(a) Section C3%(r1,0) and C5"(r1,0) of the corre-
lation function for N = 10* in the RR case and for
N = 3600 in the GR case and corresponding theo-
retical predictions.
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(c) Wall-to-wall correlation function in two dimen-
sions for the RR matching with N = 10* on the unit
flat torus. The continuous line corresponds to the
analytical prediction.
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(B) Section c&*(ry,0) for N = 10* and ¢§*(r1,0)
for N = 3600 and theoretical predictions. Note
that the theoretical curves almost overlap.
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(D) Wall-to-wall correlation function in two dimen-
sions for the GR matching with N = 3600 on the unit
flat torus. The continuous line corresponds to the
analytical prediction.

FIGURE 5.5.5.: Correlation functions for the Euclidean bipartite matching problem in two dimensions and numerical

results.
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0.005
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FIGURE 5.5.6.: Wall-to-wall correlation function in three dimensions for the RR matching and the GR matching with
d = 3 and N = 8000 on the unit flat hypertorus.

THREE-DIMENSIONAL CASE For d = 3 Eq. (5.5.43) and Eq. (5.5.46) give

27in-(x—y)

1 e
CRR _ _
T P D
nez3\{0}

(5.5.73)

From the correlation function C§"(x), the wall to wall correlation function can be obtained as
before in the form
16G1 (I‘)

W) = — 1)
’ 3rNeY

(5.5.74)

As in the previous cases, C@ﬁ’; R) — C5"(0) can be evaluated from the cost fit and it is equal to

0.45157 ... 1
‘6](\?,’;}]{) _ 0.66251(2)]\[7% - +o0 (N) (5.5.75)

(see Table 5.1). Following the same procedure of the RR case, we can compute the wall-to-wall
correlation function for on the unit hypercube in the three-dimensional case for the GR matching
problem. Reproducing the computations of the d = 2 case we have

8G
WiP(r) = - ——— s ((Z)GR)- (5.5.76)
37TN66N,’3
From a direct cost evaluation, we obtain
0.23(5 1
By =0.4893(4)N"F — % +o (N) . (5.5.77)

The prediction obtained and the numerical data are presented in Fig. 5.5.6.

5.6. ONE DIMENSIONAL GR—REB: EXACT SOLUTION FOR CONVEX WEIGHTS

5.6.1. PRELIMINARIES

In this Section we give special attention to the REB on the line and on the circumference. The
low dimensionality allows us to give an exact solution to the problem in the case of conver cost
functions. In particular, for the sake of simplicity, we will consider the GR—EB in one dimension
both with open boundary conditions (OBC) and with periodic boundary conditions (PBC) on the
interval 23 = [0,1]. A similar treatment of the RR—EB can be performed. In the GR-EB we
suppose that we work on the complete graph Ky, v = Graph(7,U;%¥), in which the first set of
vertices is associated to a set of fixed points on the interval. In particular
21 —1

€V = . i=1,...,N, 5.6.1
v, €V =1 SN i ( )
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5.6. One dimensional GR—REB: exact solution for convex weights

whilst the set of vertices U is associated to a set of N points, {bi}izl,wN, randomly generated in
the interval, such that u; € U +— b;. We will suppose the U-vertices indexed in such a way that
t < j = b; < bj. Finally, along with the functional g (PEs)

N
1 -
CPEo] = =S . @Y = min 6FFI[] (5.6.22)
=1

oEPN

i0(i)’

we will consider also

@PER[g] = ¢ (5.6.2b)

in which p > 1 and the function w®: [0, 1] — [0, 1] is given by:

) () = {17 for oBC,
w'P (1) {Iw|”9(§—|$|)+(1—Im|)”9(x|—§) for PRC. (5.6.3)

Before any analytical consideration on the optimal cost, let us discuss the structure of the optimal
matching. The point configurations in our problem are of this type:

e OO @@ O— 00— O 0—0O 00O

Let us consider for a moment the cost functional (5.6.2) assuming p € (0, +00). It can be easily
seen that, in the hypothesis p > 1, the optimal matching, let us say the optimal permutation o,
is always ordered, i.e.

(5.6.4)

ooli) = {z for oBC,

i+ mod N for PBC, for a certain A € {0,1,...,N —1}.

The optimal matching can be pictorially represented as

Y G, Ve - -

This simple fact follows directly from the convexity of the weight function w®) for p > 1. Indeed,
it can be proved by direct inspection in the N = 2 case that the ordered solution minimizes the
cost functional among all possibilities. If instead 0 < p < 1, the weight function w®) is concave
and the ordered solution is not necessarily the optimal one. The optimal matching o, has to satisfy
a different requirement, i.e., it must be uncrossing, or nested [7]: given two intervals [r;, boo(i)}
and [, by, (], i # J, either [13, b, ()] O [15,be, ()] = () or one of the two intervals is a subset
of the other one. Pictorially, drawing arcs connecting matched pairs above the line, they must be
uncrossing, as in the picture below:

—@M

Clearly many nested solutions are possible: the uncrossing condition is necessary for the optimal
solution in the p € (0,1) case but not sufficient to identify it. This simple fact in the discrete
case, appears as a no crossing rule for the optimal map in the one dimensional Monge-Kantorovi¢
transport problem in presence of concave cost functions [22]. Remarkably, for p = 1 it is possible
to have instances in which the same optimal cost is obtained by different matching solutions.

The observation above on the properties of the solution for p > 1 solves completely the problem.
Indeed, we can perform a simple probabilistic argument to obtain the correct average optimal cost
and its distribution in the large N limit both on the line and on the circumference [7]. Here we will
perform a different calculation following our paper [8], again inspired by the Monge-Kantorovic
theory.
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(A) Optimal matching for p = 2. (B) Optimal matching field for p = 2.
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(D) Optimal matching field for p = 3.

(c¢) Optimal matching for p = %

FIGURE 5.6.1.: Grid—Poisson Euclidean matching problem on the same set of N = 200 points on the circumference.
In figures 5.6.1a and 5.6.1c, arcs join each red point to the corresponding blue point in the optimal matching.
In figures 5.6.1b and 5.6.1d we represented, for each red point, the corresponding optimal matching field on it
as a radial segment. The matching field is supposed as a field from a red point to a blue point. The lenght
is proportional to the lenght of the arc joining the red point to the matched blue point, whilst the segment is
directed outwards if the matching field is oriented clockwise, inwords otherwise. It is evident that the structure

of the optimal matching for p > 1 and p € (0, 1) is very different.
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5.6. One dimensional GR—REB: exact solution for convex weights

5.6.2. GENERAL SOLUTION

Let us consider the interval €2 := [0, 1] C R and let us suppose also that two different measures
are given on it, i.e., the uniform (Lebesgue) measure
dpo(z) =d=, (5.6.5)

and a non uniform measure d n(z) with measure density v(x),
do(z) =p(z)de=daz+dz Z {f)(l) (k) cos (2mkz) 4+ pP (k) sin (27kz) | . (5.6.6)
k=1

We ask for the optimal map M, : 21 — 21 in the set

S=(M: Q=0 /dx = / dp(z) VA C Q measurable (5.6.7)

A M~—1(A)

that minimizes the following functional

1
GP[M: o] /w(”) z— M(z))dp(), peR*. (5.6.8)
0
or the functional
1
GO[M; ] = 7 / w®) (z — M(z))dp(z), peR*. (5.6.9)
0

In the hypothesis p > 1 the Jacobian equations (5.4.15) can be rewritten as a change-of-variable

formula:

dp(x) =dM(z). (5.6.10)

Adopting PBC,
M(0)=M(@1) -1, (5.6.11)

and the solution of (5.6.10) determines the optimal map up to a constant as
My(z) =z + M,(0) + ¢(z). (5.6.12)

In the previous equation we have introduced

wk 7k

iﬁ 1) sm (kmx) cos (kmx) N 0 p(z)(k)sm%ﬂ. (5.6.13)
k=1 k=1

Note that ¢(0) = ¢(1) = 0. The value of M (0) must be determined requiring that the functional
(5.6.8) is minimum, i.e., imposing

» / sign (M(0) + ¢(2)) |M(0) + (@) dp(z) = 0. (5.6.14)
0

If instead OBC are considered, then M (0) = 0 and the solution is obtained explicitly Vp > 1.
Let us now suppose that the measure d p(z) is obtained as a limit measure of a random atomic
measure of the form

de 1Y
dp(z) = FZ(S(:E—I)Z-) =d (NZH(x—bi)>, (5.6.15)
i=1 i=1
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where B = {b;}i=1,... v is a set of N points uniformly randomly distributed in ;. With this
hypothesis, we expect that

(P.GR) _ 1 in @) [ M- 8PS — in @@ [M:
Gy AI}IHE%C@ [M;p] and By Arffue%% [M;p], (5.6.16)

where ® denote the average over the positions of the points. The measure in Eq. (5.6.15) can be

written as
>[92z, 1
p(x) = kgﬂ N -5 S (rkx) + x + N ;:1 b; — 1. (5.6.17)

where we have introduced

1

Zy = Zk(x) = i Zzl(x), zi(x) == —V/2N cos (2mkb; + kx) . (5.6.18)

i=1

Observe now that Z(x) is a sum of independent identically distributed random variables. Applying
the central limit theorem, we have that Zj(x) is normally distributed as

Zi ~ N (0,1) VkeN. (5.6.19)

Remarkably the previous distribution does not depend on x. Moreover, the Z and Z; are indepen-
dent random variables for k # [, being Gaussian distributed and (Z;Z)) = 0, where the average
(o) is intended over the possible values {b;};. In Eq. (5.6.17) the Karhunen—Loéve expansion
for the Brownian bridge [5] on the interval [0, 1] appears:

= ~Z
B(x) = :\@T’z sin(rkx), Z, ~ N (0,1) VkeN. (5.6.20)
™
k=1

The Brownian bridge is continuous time stochastic process defined as
B(t) == W(t) — tW(1), te[0,1], (5.6.21)

where W(t) is a Wiener process (see Appendix B). It follows that p(x) can be written, for large
N and up to irrelevant additive constants, as

B(x) )
do(z) ~d| —=+=z), 5.6.22
o) = (22 (5:6.22)
and therefore we cannot associate a density measure to it, due to the fact that the Brownian bridge
is not differentiable.
PERIODIC BOUNDARY CONDITIONS Considering PBC, we have
o) (») B(z)

MO(.’E) = Mo (fE) = Mo (0) + x4+ W, X € [0, 1] (5623)

Denoting by
P (z) = MP)(z) — z, (5.6.24)

it follows that Vp > 1 [§]

(p,PBC)
(p) (p) il ¢(xz—y)
0 ) = - . 5.6.25
ne () (y) = = N (5.6.25)
where cﬁ” PBC) is a constant depending on p and
1—|x
o(z) = |x|% (5.6.26)
This implies also that
min € [M;p] = O (N—%) , (5.6.27)
MeS
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5.6. One dimensional GR—REB: exact solution for convex weights

For p = 2, Eq. (5.6.14) becomes

1

1 1
1 1
M@0 / )odB(z /B ——/B z)dx 5.6.28
/ N0 VN @) ( )

0

where the first integral is intended in the Stratonovi¢ sense. We can therefore directly compute

(2 ) (2 PBC) 1
Gy = e = . 5.6.29
If we consider the transport cost functional

@) [M:; p] /|x — M(z)["dp(z) (5.6.30)

the matching problem has the same solution J\?[(Ep ) = Mép ) obtained for the cost (5.6.8) for all
values of p, due to the fact that the function f(x) = ¥/« is monotone. However, for the functional
cost (5.6.30), in the p — oo limit, we have

L= B(z) -~
lim €™ [MP): p] = lim / ‘ 0 dx = sup + M (0
p—oo [ p—roo VN > 0) z€[0,1] VN ©
(5.6.31)
obtaining
sup,, B(z) + inf, B(z
lim 3709 (0) = — - Pe€l0.] @) e B@) (5.6.32)

p—0 2v N
The correlation function can be directly found using the known joint distributions for the Brownian

bridge and its sup and for the sup and inf of a Brownian bridge (see Appendix B). After some
calculations we obtain, for p = oo,

12—72  ¢(r)

Mgoo) (JT)MS;OO) (.13 + T) = W — T (5633)
The value cgoo’PBc) = 1224 = 0.0887665 ... is very close to the value obtained for p = 2,
c%Q’PBC) = % = 0.083. In figure 5.6.2b we plot the values of Cgp’PBC) as function of p.

The optimal cost in the p — oo limit can be instead evaluated as the average spread of the
Brownian bridge. Denoting
¢&:= sup B(z)— inf B(z), (5.6.34)
z€[0,1] z€(0,1]

the distribution of the spread £ is given by [14]

Pr(€<u) =19 ( —2u® ) + u—ﬁ ( —2“2) , (5.6.35)
where

p)=1+2> 2" (5.6.36)

From Eq. (5.6.35) the distribution of the optimal cost in the p — oo limit is easily derived.

Moreover,
VNBE N:—"%%,/g. (5.6.37)
pP—00

In Fig. 5.6.2c we plotted

b () = % Pr(VNEW < u) (5.6.38)
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(A) Correlation function in the PBC case for N = 1000
obtained averaging over 10% realisations (for clarity,
not all data are represented). The continuous line is
the theoretical prediction for p = 2; the dashed line
corresponds to the p — oo case.
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(c) Density distribution pp(u) of the rescaled cost
for different values of p computed with 2 - 10% iter-
ations and N = 1000 for the PBC case.
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(B) Value of ¢(®"®) in the PBC case for N = 1000
obtained from the fit of the correlation function, av-
eraging over 5000 realisations, for different values of
p.
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(D) Plot for the normalised map correlation function
(5.6.40) obtained with 10* iterations and N = 1000
for the PBC case. The continuous line is the theoret-
ical prediction for p = 2, whilst the dotted line is
obtained from the theoretical prediction for p — oo.
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FIGURE 5.6.2.: One dimensional GR—EB on the circumference.
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5.6. One dimensional GR—REB: exact solution for convex weights

for different values of p, showing that the distribution approaches the predicted one for p — oo.
Let us now introduce the normalized matching field

o) (z) = & = sign(puP (z)). (5.6.39)
u (@)

The correlation function o) (x)o(P)(y) can be computed from the covariance matrix observing
that the process is Gaussian and it is given by

2 (p,PBC) _
o) (Jj)g-(]?) (J; + 7‘) = Z arctan ‘1 ¢(T)

T e (2 o)

(5.6.40)

OPEN BOUNDARY CONDITIONS If OBC are considered, then M®)(0) = 0 Vp € (1, +00) and
we have simply,

1
My(z) =z + WB(.T), z € 10,1]. (5.6.41)

Defining as above

B(z), x€]0,1], (5.6.42)

(5.6.43)

where the average <o> is intended on the position z, whilst we denoted by ® the average over
different realizations of the problem as usual. Here the function ¢ is the same function defined in
Eq. (5.6.26). The distribution of 1, (2) is the one of a Brownian bridge process, but it can be also
computed directly from the discrete configuration [7], using the fact that the optimal matching is
ordered. Indeed, considering that the optimal permutation in this case is simply 0,(¢) = 4, the
probability density distribution for the position of the i-th b-point is:

Pr(b; € db) = (Z >y2(1 - b)Nﬂ% db, (5.6.44)

where we used the short-hand notation € dz < = € [2,2 +dz]. In the N — oo limit, a
nontrivial result is obtained introducing the variable ()

(5.6.45)

expressing the rescaled (signed) matching field between the b-point in [b,b + db] and its corre-
sponding r-point in the optimal matching. After some calculations, we obtain a distribution for
the variable p(z) depending on the position on the interval z € [0, 1]:

.2

e 2Nm(1fw)

Pr(u(z) edp) = m d . (5.6.46)

The distribution (5.6.46) is the one of a (rescaled) Brownian bridge on the interval [0, 1]. The
joint distribution of the process can be derived similarly. In particular, the covariance matrix for
the 2-points joint distribution has the form, for z,y € [0, 1],

-5 20(z) #(2) + 9(y) — oy — 2)
2= 5 (@5@) +o(y) — oy — ) 20(y) ) : (5.6.47)
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to(t)
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r u
(B) Correlation function Vp > 1 in the 0OBC case for (c) Distribution density of the rescaled cost p, for
N = 1000 obtained averaging over 10* realisations different values of p computed with 5-10° iterations
(for clarity, not all data are represented). and N = 5000 for the OBC case.
FIGURE 5.6.3.: One dimensional GR-EB on the interval.
Averaging over the positions z, y and fixing the distance 7 := |y — x|, we have
IO S
(X2(r)) = % 6 6 (5.6.48)
1 1 . U,
N \5— () 6

Eq. (5.6.43) follows immediately.
Introducing the normalized variable

fo()
|1o()]

Boniolo, Caracciolo, and Sportiello [7] computed also the correlation function

o(x) = = sign(uo(x)), (5.6.49)

1—x

- 11—z
= [ ool +y)dy =
/

1+z

min(z,y)(1 — max(z,y))

o(x)o(y) = % arctan \/

ly — |
(5.6.50)
Both formulas were confirmed numerically. The average cost of the matching is
1
1
NEgpow) Moo, / )fde=———T (3 + 1) . (5.6.51)
22(p+1) \2
0
The optimal cost v/ N%I(f;’lcR) in the N — oo limit can be written as
(5.6.52)
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Although the previous expression is difficult to evaluate exactly for finite p [29], the calculation
can be easily performed in the relevant limit p — oo, being

VNGPE P22 “ip [B(x)]. (5.6.53)
’ z€]0,1]

The distribution of the sup of the absolute value of the Brownian bridge is the well known Kol-
mogorov distribution [14]

+oo
Pr( sup |B(x)| < u> = Z (=1)* e 2K (5.6.54)

z€[0,1] ke —oo

and therefore

VN 2, \/z In?2. (5.6.55)
In Fig. 5.6.3c we plotted
sy d VNG
polu) = — [Pr( NG <u)} (5.6.56)

for different values of p. Observe that p, approaches the Kolmogorov distribution in the large p
limit.

UNIVERSALITY If we consider the problem of a matching of N random b-points to N lattice
r-points on the interval [0, N], the correlation function assumes the form

T T
C(r) = <uﬁf’)(a:)u5,p)(a: + r)> = PN % (1 - |N> , (5.6.57)
both in the case of OBC and in the case of PBC. It follows that for N — 00 the correlation
function has a divergent part, C'(0) = c(p)N, depending through ¢P) on the specific details of the

problem (e.g., the boundary conditions adopted or the value of p), a universal finite part —% and

2
a (universal) finite size correction ZT—N This fact suggests that all Euclidean matching problems
in one dimension with strictly convex cost functionals belong to the same universality class and
that the specific details of the model determine only the value of the constant ¢?) in the divergent

contribution C(0).

5.7. FUNCTIONAL APPROACH TO THE QUADRATIC REB

The approaches presented in Section 5.5 and Section 5.6 can be further generalized. We can indeed
recover all the results above adopting a general approach proposed in [9]. In this general framework,
two sets of N points, let us call them R = {ri}izlw’N and B = {bi}izl,m’]\h are considered
on a domain  C R? in d dimensions. The domain is supposed to be connected and bounded. As
usual, we want to find the permutation o, that minimizes the functional

i o(7)

N
1
|2 o] == 5 STw® o w = — by, (5.7.1)
=1

in the set of all permutations of N elements Py . The 2N points are extracted independently with
a given probability distribution density p(x) on the domain € (not necessarily the uniform one)
and as usual we are interested in the quantity

B2 .~ aim GEEI[]. (5.7.2)

oEPN

We associate both to the set R and to the set 9B an empirical measure, let us call them pg and
pa respectively, as in Egs. (5.5.5). We define the functional

CC )= [ 0] pax) 2 (573
Q
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for a map w: Q — R?. The previous functional provides a correct matching cost, Eq. (5.7.1), if,
and only if, a permutation o € P exists such that

p(ri) =byq —r;, Vi=1,... N. (5.7.4)
This additional constraint implies
[0 =y = wl) pa3)ay = (). (5.75)
Q

We can write down a partition function for our problem introducing a proper Lagrange multiplier
©(x) to impose the constraint in Eq. (5.7.5):

“+i00
20) [1ou) [ [@)eo5m, (5.7.6)

—100

the optimal solution being recovered for 8 — 400. The exponent in the functional integral is
1
Slisel = 565l + [ [p(xpalx) — plox + plx))pa ()] 4z
Q

=SB ] - / [p(x)2(x) + pa ()(x) - Vo(x)] d* 2 + sl ], (5.7.7)
Q

where s[u, 9] = O (||;LH2<,D> are higher order nonlinear terms in the fields obtained from the

Taylor series expansion of ¢(x + p) around g = 0. We have introduced also

o(x) = pag(x) — pg(x). (5.7.8)

Observing that pg(x) is almost surely zero everywhere on the boundary, the Euler-Lagrange
equations are

0(%) = V- (p () pa(x)) — w (5.7.95)
P () p1(x) = i (3) Vip(x) ;5;5;;;;’] | (5.7.9b)

In the limit N — 0o both pg (x) and pg(x) both converge (in weak sense) to p(x), and the optimal
field p, is trivially p,(x) = 0 Vx € . For N > 1 we expect that the relevant contribution
is given by small values of ||t,|| and the nonlinear terms in s are higher order corrections to the
leading quadratic terms. The saddle point equations simplify as

0(x) = V- (p(x)u(x)) (5.7.10a)
u(x) = Vo(x). (5.7.10b)

It is remarkable that Eq. (5.7.10b) reproduces the known result in measure theory that the trans-
port field is a gradient but, in our approach, this is specified as the gradient of the introduced
Lagrange multiplier. We impose Neumann boundary conditions

Vn(x)¢(x)|x€59 = VQO(X) ' n(x)|xe89 = 07 (5711)
where n(x) is the normal unit vector to the boundary in x € 9€). Indeed, this condition guarantees

that the shape of the boundary is not modified in the N — oo limit. The potential ¢ is therefore
the solution of the following problem

V- [p(x)Ve(x)] = o(x) (5.7.12)
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on the domain ) with boundary conditions given by Eq. (5.7.11). To solve Eq. (5.7.12), we
introduce the modified Green’s function G ,(x,y) of the operator V - [p(x)Ve] on ,

1 . 0G,(x,y)
V- [p(X)ViG,(x,y)] = 6D (x —y) — =,  with —£227 =0. (5.7.13)
: 1€ (%) |reon
In Eq. (5.7.13), |©] is the Lebesgue measure of €.
The expression for p,(x), solution of the saddle point equations, becomes
~ [ Va6 x 3oty aty. (5.7.14)

Averaging over the disorder, we obtain easily the following two-point correlation function

Coxy) =m0 mm = [ [@ewIVG,x2) - 9,6y w)| 42w

QN(X XQN(y)

-2 / 027G (x,2) - Vy Gy, )] 2

QN (x,y)
2
- [p(2)p(W) VxGo(x.2) - VyGly. w)] d? 2 d%w, (5.7.15)
QN () XN (y)
We used the following general result
o(z)o(w) =222 [6 (7 — w) — p(w)] . (5.7.16)
We introduced also the following sets
On(x) ={y € Q: |x —y| > adn}, (5.7.17a)
On(x,y) ={z € Q: |x —z| > ady and ||y — z|| > adn}, a€RT. (5.7.17Db)

Here 0 is the scaling law in N of the average distance between two nearest neighbor points
randomly generated on {2 accordingly to p(x). In other words, we introduced a cut-off to take into
account the discrete original nature of the problem and avoid divergences. Observe that oy — 0
as N — o0. The results of the computation may depend upon the regularizing parameter c.

Eq. (5.7.15) provides a recipe for the calculation of the average optimal cost and for the corre-
lation function. In particular, in our approximation we have that

™ ~ / C(x,x)p(x)d% z. (5.7.18)
Q

If no regularization is required (o = 0) the previous expression simplifies and we obtain

e ~ N// [ Go(x,y) — GPI(QI x) dtzdty. (5.7.19)
QxQ

For d = 1 the previous expression have a simpler form. Suppose that §) = [a, b] C R, and a cer-
tain probability density distribution p(x) on (2 is given. In this case Eq. (5.7.15) and Eq. (5.7.18)
have the form

2 B, minfe,y}) — B,(x)2,(1) .

C(x,y) = i () ) (5.7.20a)
(2 RR) (I)p(x))

GN N/ dz, (5.7.20b)

where we have introduced the cumulative function
xT

(1) = /p(g)dg. (5.7.21)

a
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FIGURE 5.7.1.: REB on the real line with points generated using a semi-circle distribution, Eq. (5.7.23). On the left,
correlation function C(z, z) and C(z, —z) for N = 3000, obtained averaging over 5000 instances of the problem.
We compare with the theoretical predictions obtained from Eq. (5.7.20a). On the right, the average optimal cost
obtained averaging over 5000 instances. We compare with the theoretical prediction obtained from Eq. (5.7.20b),
presented in Eq. (5.7.24).

MATCHING PROBLEM ON THE INTERVAL As application of Eqgs. (5.7.20), let us assume, for
example,
Q=1-1,1] (5.7.22)
and a semicircle distribution on it,
21 — 22

p(x) = — %€ [-1,1], (5.7.23a)

v 1 — 22 — arccosx

™

d,(z) =1+ (5.7.23b)

Applying Egs. (5.7.20) we obtain immediately both the correlation function and the average

optimal cost. In particular,
1 (=% 5 1
o = — (-2 —). 7.24
vi =N s 8) T (5.7.24)

In Fig. 5.7.1 we compare the numerical results with the analytical predictions.
Observe also that Eq. (5.7.20a) provides the correct correlation function for the REB on ) =
[0,1] with p(x) = 6(x)f(1 — x). We have

gmin{ry}=oy (5 ) € [0,1]2

Ci(z, = N 5.7.25
1@ y) 0 otherwise, ( 8)
1 1
T = o (N> _ (5.7.25)

MATCHING PROBLEM ON THE UNIT SQUARE Let us now consider the unit square,
Q=0Qy,=[0,1]2 (5.7.26)

with uniform distribution, p(x) = 1. Using Eq. (5.7.15) we can compute C'(x,y) as function of
the modified Green’s function of the Laplacian on the square with Neumann boundary condition
Gs(x,y). However, it can be seen that NC(x,x) — 0o for N — 00 and we need to regularize the
correlation function proceeding as in the case of the computation on the torus [9]. We eventually
obtain

(2,RR) _ In N Cgl) 1
2rN N

b4 —_— 4 = — . 5.7.27
N,2 + +o N) ( )
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5.7. Functional approach to the quadratic REB

FIGURE 5.7.2.: EB on the square. The geometrical meaning of the variable r in Eq. (5.7.28) is also depicted.
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FIGURE 5.7.3.: Matching problem on the square. On the left, correlation function between points on the diagonals
of the square, see Eq. (5.7.28), obtained for N = 3000 and averaging over 2 - 10% instances. We compare with
our analytical prediction. On the right, we compare our theoretical prediction for the averagge optimal cost,

Eq. (5.7.27), with numerical results obtained averaging over 2 - 10* instances. In particular, the value of cgl) is
obtained by a fit procedure, obtaining cgl) = 0.677(1).
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5. FEuclidean Matching Problems

FIGURE 5.7.4.: Optimal GR Euclidean bipartite matching with N = 225 and p = 2 on the torus.

The leading term is exactly the same obtained for the REB on the 2-dimensional torus. In Fig. 5.7.3
we plotted the numerical results for the average optimal cost, comparing with the prediction in
Eq. (5.7.27). Moreover, we compare also our numerical results with the theoretical prediction for
o (), defined as follows (see also Fig. 5.7.2)

xp = (r,r), yr = (r,1 =71), c2(r) == NCa(x, 7). (5.7.28)

MATCHING PROBLEM ON THE FLAT HYPERTORUS Finally, let us consider 2 = T% := R4 /7.
We can restate the results above for this case simply substituting the Neumann boundary conditions
in Eq. (5.7.12) and Eq. (5.7.13) with periodic boundary conditions. The Euclidean distance
between the points x = (xi)izl,_”)d andy = (yi)izl’”_,d in 2 must be understood as the geodetic
distance on the flat hypertorus. Assuming uniform distribution, p(x) = 1, and dy = 0, we obtain
our previous results

2 2,RR 2
Clx.y) = —5Galx ~y), ‘i = —Gal0), (5.7.29)
where, as above, G4(X) is the Green’s function of the Laplacian on Te. As we know, the quantity
G4(0) is divergent for d > 2, but a proper regularization can be performed, as already explained.
We therefore completely recover our results in Section 5.5.
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CHAPTER 6

CONCLUSIONS AND PERSPECTIVES

In this thesis we discussed many variants of the random (or stochastic) Euclidean matching problem,
a matching problem between points randomly generated on a certain Euclidean domain. We
supposed the cost of the matching depending on the Euclidean distances of the matched points
only. In particular, we tried to evaluate the average optimal cost of the optimal matching. We
introduced also the concept of correlation function for the optimal matching, a quantity that,
in this optimization problem, is meaningful because of the underlying Euclidean support. We
investigated both these quantities (average optimal cost and correlation function) with different
methods, inspired by very different research area of mathematics and physics. We stressed the
inspiring analogy between some currently hot research topics in measure theory and recent results
in statistical physics and theory of optimization problems. In some specific cases, we were able
to obtain closed formulas for the average optimal cost or its finite size corrections, and we gave a
general recipe for the evaluation of the cost and the correlation function in full generality in the
quadratic case. Finally, we were able to find a very interesting connection between the solution of
the problem with convex costs in d = 1 and the Brownian bridge process. In this sense, the theory
of stochastic processes plays also an important role in the study of the random Euclidean bipartite
matching problem.

There are still many open problems related to the random Euclidean matching problem that
deserve a careful investigation.

A first observation is that many obtained results are not, strictly speaking, rigorous from the
mathematical point of view, despite the fact that an excellent agreement with the numerical sim-
ulations was found. A rigorous derivation of our results, therefore, can be a quite important and
challenging project for further research on this topic.

Another important task is a better evaluation of the corrections to the mean field contributions
in the replica approach sketched in Section 5.3. Indeed, we presented the computation for the
polygonal contribution, but a more general solution is required, in particular taking care of the
delicate zero temperature limit, to obtain a better approximation of the average optimal cost.

Finally, the study performed in the Chapter 5 concerns the random Euclidean matching problem
with convex cost functions. The concave case is an elusive problem, and, even in one dimension,
our approaches fail. The properties of the optimal matching in the concave problem, and the
possible correspondence with a different stochastic process in one dimension, deserve, without any
doubt, a deeper investigation.
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APPENDIX A

ADDITIONAL CLASSICAL RESULTS ON GLASSES

A.1. INSTABILITY OF THE REPLICA SYMMETRIC SOLUTION

A question that arises about the replica symmetric solution for the SK-model is if it is stable
respect to fluctuations. From a mathematical point of view, the solution is stable if the Hessian
matrix H(q) in Eq. (4.2.29) is positive definite in the replica symmetric solution in Eq. (4.2.33),
Qs = q. The simplest way to verify the stability is therefore by solving the eigenvalue problem

H(Q)n = An, (A.1.1)

and verify that all eigenvalues are positive. This analysis was performed for the first time by
Almeida and Thouless [1]. We will not reproduce here all the steps of their computation, but we
will present only the main results. By direct computation we can obtain the following expression
for the Hessian matrix

H(ap)(r8) = Sardps — B°T2 ((0%0P070%) — (c®0P) (070°) ). (A.1.2)

In other words, the structure of the Hessian matrix is the following

Hapyapy = 1-57T7 (1 - <U°‘0B>i) =a, (A.1.3a)
Hipyamy = —BT2((0%07), = (0%0") (0%07),) =0, (A.1.3b)
Hapys) = —BT?((0%07070%), = (0%07) (070%) ) =¢, (A.1.3¢)

The Hessiam matrix has therefore a particular symmetric form of the type (here n = 4)
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(A.1.4)
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In the paramagnetic phase, being ¢ = 0, a direct computation shows that b=c=0and a = 1,
so the solution is stable.

In the ferromagnetic phase, Almeida and Thouless [1] first assumed an eigenvector symmetric
under the exchange of replica indexes, i.e., in the form

n =, Va,B. (A.1.5)
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Under this assumption, they found the following corresponding eigenvalue:

l—a—4b+3c+|1—a+4b— 3¢

A= 5 (A.1.6)
They proved also that the eigenvalue Ay obtained for the m — 1 eigenvectors in the form
1™ = no(6a0 + 0p0) +m (A.L.7)

0
for a certain 6 (i.e., in each eigenvector one replica is “special”), is such that Ao 2=, A1. The
third eigenvalue A3 is obtained assuming that there are two replicas, of indices v, #, such that

770’/ =M, 770a = 77’/& =12, naﬂ =13, VOé, B (A18)

There are @ eigenvectors in this form. Again, they proved that the corresponding eigenvalue
is

A3 =a—2b+ec. (A.1.9)

It can be seen that, for Qng = ¢, A1 = lim,,_,¢ A2 is always positive. However

w

A=a—2b+c>0=> = T sech? (BT'y/qw + Bh) dw. (A.1.10)

7= v
The previous inequality defines a region in the (3, h) space in which the replica symmetric solution

is unstable, corresponding to values (3, h) that violate the inequality. The curve obtained imposing
the equality is called Almeida—Thouless line (AT-line).

A.2. THE TAP APPROACH FOR GLASSES

A different but instructive approach to the study of the SK-model was proposed in 1977 by Thouless,
Anderson, and Palmer [5]. They obtained a set of equations for the local magnetisation in the SK-
model. Given a certain realisation of the SK-model, the free energy can be written as

~BF[B:;I] =1In | Y exp 52:]13010]4-62}101 . (A.2.1)
{oi} i#]

In the previous equation, we denoted by h := {h;};=1, .~ a set of local magnetic field, and by
J = {Jij}ij the set of coupling constants. Note that here we suppose that the external magnetic
field depends on the site position. As known from the general theory, the local magnetisation

is given by m; = (0;) = —0p,F, F free energy. Let us now perform a Legendre transform,
introducing
GB;m;J] = max |F[Bih;J]+> myh;|, (A.2.2)
15--hN p

where m := {m; };. The new functional is a constrained free energy, in the form

— BG[B;m;J] =1n Zexp 5ZJUUZUJ+ﬂZh mi)(os —my) | |, (A.2.3)
{oi} i#£]

where h;(m;) are such that {(o;) = m;. Let us now expand the previous functional around 8 = 0
(infinite temperature). We obtain

N
i) = 3 [ (R ) - e (L))

=1

+BZJUmsz + —ZJQ (1 —m3)(1—m?)+0o(B%). (A.2.4)
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A.3. The cavity method for spin glasses on a Bethe lattice

Plefka [4] showed that, for the SK-model, the additional terms in O(ﬂz) can be neglected in the
N — +400. The minimum condition respect to m;, O, G = 0, gives the celebrated Thouless—
Anderson—Palmer equations (TAP-equations):

J#i JAi
In the previous expression an additional term appears respect to the equation for the mean field
magnetization in the Ising model (4.2.14), i.e. the so called Onsager reaction

he = —m; Z ijﬁ(l —mj)% (A.2.6)

J#i
This additional term is not negligible in the spin glass case due to the fact that J;; ~ \/% and not

Jij ~ % as in the ferromagnetic case.

A.3. THE CAVITY METHOD FOR SPIN GLASSES ON A BETHE LATTICE

The cavity method was originally conceived for the analysis of the ground state of spin glasses on
particular lattices. In this Section, therefore, we start from this problem, to identify properly the
physics behind the algorithm that the method inspired, following the seminal paper of Mézard and
Parisi [3].

Let us first introduce the so called Bethe lattice. The Bethe lattice BY, = Graph(¥;8) is a
random graph of N > 0 vertices with fixed connectivity k£ + 1. For example, B?\, has the structure

The Bethe lattice B?\, has cyclesl of typical length In N, and therefore we expect that we can
consider the (k + 1)-Cayley tree as the limiting graph of a Bethe lattice va having N — o0.

We define now a spin model on the Bethe lattice, associating to each vertex v; € ¥ a spin variable
o; € {—1,1}, and to each edge (vi7vj) a random coupling J;;. In particular, we suppose that
{Jij}ij are identically and independently distributed random variables with a certain probability
distribution density p(J). The spin glass Hamiltonian is simply

Hy 053] = =) Jij0i05. (A.3.1)
(i5)

To find the global ground state (GGS) energy € of the system, we benefit of the tree-like structure
of the graph. Indeed, let us consider a new graph Glfv q - B]f\, obtained from B;“V decreasing the

degree of ¢ > k spins {071, ...,0,4} from k+1 to k. This spins are called cavity spins and surround
a “cavity” in the graph. For example, G?V:) has the shape

1Note that in the literature it is common to identify a Bethe lattice with a Cayley tree, that indeed it is a tree
with no cycles.
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We suppose now the values of these spins 01, ...,0, fized and that the GGS energy of this new
system, let us call it By (o1, ... ,Uq), is related to the old one in the following way
q
Gn(01,...,00) —Cn =Y hioi, (A.3.2)
i=1

for a proper set {h;}i=1,. 4 of local cavity fields. Due to the random nature of the system, we
assume that {h;}; are i.i.d. random variables as well, with distribution o(h). Now suppose that
a new spin 0g is added to the lattice and coupled to k cavity spins o1,...,0% by Ji,...,Jk
respectively,

We fix the value of op and change the value of 01, ...,0 in such a way that the new GGS energy
is minimized. The energy €; of each link (O’i, 0'0) is minimized taking

€; = min [(—hi — Jia'o)O'i] = —a(Ji, hz) — Oob(Ji, hl) (A33)
In this notation, it is clear that the final cavity field on o is
k
ho = > b(Ji, hs). (A.3.4)
=1

It follows that the recursion relation

k k
h) = hi)dh; |6 h— b(J;, h; A.35
o(h) H(/Q() )( > >> (4.3.5)
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holds. Suppose now that we are able to solve the previous equation for g. Then, denoting by el
the energy shift of the GGS due to a site addition, we have

k+1 k+1 k+1
&$=—11</Qw0dm> E:M%J%%%E:M#JU) : (A.3.6)

Let us consider back the graph G’f\,) q and let us add, this time, an edge, e.g. connecting o1 and o2,

Again, the energy shift of the ¢GS de? due to the addition of an edge can be written as

2
e = _H (/ Q(hl)dhl> (Ifl’laX (h101 + hoog + J120'10'2). (A37)
=1 1,02

We have now two expression for the shifts in energy due to local alterations of the graph, a vertex
addition and an edge addition. The importance of these to quantities is due to the fact that Mézard
and Parisi [2] proved that

6N

s k1

lim 5e2. (A.3.8)
Note that the tree-like structure of the Bethe lattice plays a fundamental role in the derivation of
the equations above, allowing us to write recursive relations. The cavity method suggests that, at
least on a tree-like graph, we can obtain information about the ground state evaluating the shift
in energy after a local modification of the graph and writing down proper self-consistent equations
for the distributions of the random quantities. The method, in the formulation presented here,
works however only in the replica symmetric hypothesis. In other words, we assume that there are
no local ground states, i.e., local minima in energy whose corresponding configurations can be
obtained from the global minimum ones only by an infinite number of spin flips. This eventuality
is not so rare and, in this case, it might be necessary to break the replica symmetry to correctly
reproduce the GGS energy.
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APPENDIX B

THE WIENER PROCESS AND
THE BROWNIAN BRIDGE PROCESS

In the present Appendix we will introduce some fundamental properties of the Wiener process and
of the Brownian bridge process. Excellent books on the subject are available in the literature (see,
for example, the book of Rogers and Williams [5] or the monograph of Moérters and Peres [3]).
Here we summarize the main properties, presenting also some useful probability distributions for
the Wiener process and the Brownian bridge process.

B.1. WIENER PROCESS AND BROWNIAN BRIDGE PROCESS

Let us suppose that () is the sample space of the process and that F corresponds to the set of
events, o-algebra over (. Recall that a o-algebra on a certain set A is a collection % of subset of
Asuchthat A€ ¥,a€ ¥ = A\aeXanda,be X = aUbe X. If 6 is a set of subsets of
A, then 0'(%) is the smallest o-algebra on A containing 6. Let us suppose also that a probability
P: F — R7T is given on the space of events. In this space, we denote by E(e) the expected value
of a certain quantity f: Q — R,

E(f) = /]P’(w)f(w)dw. (B.1.1)

Similarly, if € C F is a sub o-algebra of &, E(f|%) := fQ f(w)P(w|€)dw.
A Wiener process W, or standard Brownian process W: R™ — IR on this probability space
is such that

e Yw € Q W(0) =0, i.e., any realization of the process starts in the origin;
e the map t — W(#) is continuous V¢ € R and Vw € Q;
e Vt,7 € R* the increment W(t + 7) — W(t) is independent from W(u), u € [0, t];

e the increment W(t + 7) — W(t), V¢, 7 € RT, is normally distributed with zero mean and
variance T.

FIGURE B.1.1.: A realization of a Wiener process.
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B. The Wiener process and the Brownian bridge process

B(r)

—0.02

-0.04

FIGURE B.1.2.: A realization of a Brownian bridge process.

This set of properties uniquely identifies the Wiener process: it can be proved that such a pro-
cess exists. A Wiener process can be introduced also using different probabilistic terminologies
connected to its main properties that follow directly from the definition.

Definition B.1.1 (Gaussian process). A Gaussian process is a certain stochastic process
X(t): T € R — R such that, given a set of n element {¢1,...,t,} € T, the joint distribution
of (X(t1),...,X(ty)) is a multivariate Gaussian distribution. It follows that we have to
specify only the mean p(t) := E(X(¢)) and the covariance E (X(t)X(t')).

The Wiener process is a Gaussian process with mean E(W(¢)) = 0 and covariance E (W (t)W(¢"))

min{t, t/}. Most importantly, if a continuous process satisfies the previous relations, it is a Wiener
process.

Definition B.1.2 (Martingale). Let us consider a probability space (Q,%,P) as above.
We say that a family {F;: t € Rt} sub o-algebras of F, is a filtration if, for s < t,

F. CF Co <U%> CF, (B.1.2)

A certain process X(t), t € R* on our probability space is said to be adapted to the filtration
if X(t) is measurable on F;. Given an adapted process such that E (X(¢)) < +oo V¢ and
E (X(t)|Fs) = X(s) for s < t almost surely, then the process is called martingale.

The Wiener process is a martingale, due to the fact that, denoting by Wy = o ({W(7): 7 < s})
the filtration of the probability space, E (W(t) — W(s)|W;) = 0 = E (X(¢)|Ws) = X(s) directly
from the defining properties of the Wiener process.

Definition B.1.3 (Markov process). An adapted process X(t), t € R, with filtration
{Fs}ser+, is Markov process if there exists a Markov kernel px(7,X(s), A) for A open
subset of R, such that

Pr(X(t) € A|F;) = px(t — s,X(s), A). (B.1.3)
The Wiener process is a Markov process, having
1 (z — y)Q)
Yy, (r,x+dzx)) = exp| ———— |dx=p(x —y;7)dx. B.1.4
pu(roy. (o0 + d)) = o (-7 ol 3:7) B.1.49)

It is well known that the probability density p(x, 7) is the fundamental solution of the heat equation

1

obtained by Einstein in his celebrated work on Brownian diffusion.

A stochastic process strictly related to the Wiener process is the Brownian bridge process. A
Brownian bridge B(t) is a Gaussian process on the unit interval [0, 1] such that E(B(¢)) = 0 and
E(B(s)B(t)) = min{s,t} — st. It can be written in terms of a Wiener process on the unit interval
as

B(t) == W(t) — tW(1), te [0,1]. (B.1.6)
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B.2. Probability distributions

It can be proved that the previous process can be obtained simply conditioning a Wiener process
to be equal to zero for t = 1. We can introduce also the Gaussian stochastic process

BV (1) ::/B(s)ds, t € [0,1]. (B.1.7)
0

It is easily proved that

2 1
(=1 — (=1 ——
E <B (t)) 0, E ([B (1)} ) R (B.1.8)
Finally, the zero-area Brownian bridge can be defined as
BY(t) = B(t) — BV (1). (B.1.9)

The previous process has

E(B°(t)) =0, E(B(s)B"(t)) = <|s —t] - ;) — i. (B.1.10)

M| —

B.2. PROBABILITY DISTRIBUTIONS

Many mathematical results are available for the probability distributions of some interesting quan-
tities related to the Wiener process or the Brownian bridge process on the unit interval. We collect
here some of these results, without proving them (for further details and more general results, see
the detailed paper of Beghin and Orsingher [1]). The probability analysis performed is usually car-
ried on through the so-called refiection principle. Using the reflection principle, it can be proved
that

oo 22
Pr| sup W(r)>W | =2 © " 4. (B.2.1)
7€(0,t) J 27t
Similarly we have
2W(W—w)
Pr( sup W(r)>WW(t)=w ]| = exp (-HHE=) W > w, (B.2.2)
7€(0,t) 1 W < w.

It follows that, if w = 0 and ¢ = 1 we have the probability distribution for the sup of the Brownian
bridge process,

Pr ( D B(r) > B) — o287 (B.2.3)
T7€(0,
For the absolute value of the Wiener process we have that
2EW (KW —
Pr sup W(T)|<WIW{E)=w]| = Z(fl)kexp <W) . (B.2.4)
7€(0,t) keZ t

For w =0 and t = 1 we have

Pr( sup |B(7)| < B> =Y (-1)Fexp(-2k°B?). (B.2.5)

7€(0,1) keZ

Darling [2] proved that for the zero-area Brownian bridge the following distribution holds:

Pr(B°(t) < B) = % i ai;z; (M) , B>0, (B.2.6)

3ay,
where 0 < a1 < --+ < ay, < ... are the zeros of the combination of Bessel functions
fle) = Ji(a)+J 1(a), (B.2.7)
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whilst ¥ () is the solution of the following integral equation:

o0

/e*)‘m Y(x)dx = e*)‘% . (B.2.8)

0

The theorem of Darling is not trivial at all, both in the derivation and in the final result. The
explicit treatment of the probability distribution density is indeed quite involved. More implicit
results on the Laplace transform of the probability distribution of B(—1) have been obtained by
Perman and Wellner [4], but we do not present them here.
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